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As new forms of data capture emerge to power new Al applications, questions abound about the ethical
implications of these data collection practices. In this paper, we present clinicians’ perspectives on the
prospective benefits and harms of voice data collection during health consultations. Such data collection is
being proposed as a means to power models to assist clinicians with medical data entry, administrative tasks,
and consultation analysis. Yet, clinicians’ attitudes and concerns are largely absent from the Al narratives
surrounding these use cases, and the academic literature investigating them. Our qualitative interview study
used the concept of an informed consent process as a type of design fiction, to support elicitation of clinicians’
perspectives on voice data collection and use associated with a fictional, near-term Al assistant. Through
reflexive thematic analysis of in-depth sessions with physicians, we distilled eight classes of potential risks
that clinicians are concerned about, including workflow disruptions, self-censorship, and errors that could
impact patient eligibility for services. We conclude with an in-depth discussion of these prospective risks,
reflect on the use of the speculative processes that illuminated them, and reconsider evaluation criteria for
Al-assisted clinical documentation technologies in light of our findings.
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1 INTRODUCTION

Artificial intelligence (AI) applications, including those based on machine learning (ML) models,
are increasingly developed for high-stakes domains’ such as digital health and health care. New
and existing forms of data are proposed to play a role in model development in these domains,
yet how we treat the collection of data for these applications can have consequential impacts
(e.g., the selection of one kind of health data: health care costs, as a proxy to allocate resources
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1Our definition of high-stakes draws from Sambasivan et al. [2021] who characterize high-stakes Al as having safety impacts
on living beings, due to the complex systems within which they are deployed, the involvement of populations at risk,
and the combination of two or more disciplines leading to “greater collaboration challenges among stakeholders across
organizations and domains”[132]. In our case, we are also concerned with complex informatics systems such as electronic
health record systems, which mediate communication and decision-making among members of a care team, and manage
administrative functions such as billing.
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to patients, which in practice led to inequitable distribution of health resources [116]). Recent
discourse in the research community focuses on data for ML model development as a critical
source of differential performance across subgroups in various ML tasks [e.g., 28, 117, 127, 130].
These conversations center on characteristics of collected data and how they affect downstream
model performance, which is often also evaluated using collected data. In response, mitigation
strategies for differential performance focus on documenting data collection, or adjusting data in a
dataset [e.g., 3, 67, 111, 130, 131].

Yet, questions abound about the implications of data collection and dataset construction practices
themselves, including the impacts of the act of data capture in specific conversational and social
contexts: recent reflections on ML research demonstrate that treatment of humans in dataset
construction has generally been undervalued and understudied [36, 81, 136, 154], and values
between those who contribute data and those who make use of data may be misaligned [52, 66, 110].
While there are calls to bring human values more prominently to the forefront of data collection
and model development, work in this area is still early-stage, with few case studies [e.g., 82, 94].

In this paper, we explore the role of speculative design genres such as design fiction [79], to enable
the exploration, critique, and better planning of possible Al futures in high-stakes collaborative
scenarios. Building on work identifying prospective harms of data collection relating to privacy
and algorithmic experimentation [17], we are interested here in methods that enable us to better
anticipate risks related to new forms of data collection in collaborative, high-stakes contexts.
We focus on the context of clinical health, in which collection of new multi-modal forms of
data—particularly conversational voice data collected during a health encounter—is beginning to
broadly emerge in research and product applications of generative models (such as large language
models (LLMs) [98, 157]) that assist with clinical tasks, from data entry and documentation to visit
analyses [e.g., 50, 63, 95, 115, 129, 134].

Clinicians’ attitudes and concerns are largely absent from the academic literature and industry
narratives surrounding the use of Al for these clinical tasks. As such, we are concerned here with
clinicians’ perspectives on new forms of data collection being proposed—in both academic and in-
dustry settings—for training models to enable Al-based assistance with clinical documentation tasks.
We scoped this study to medical doctors in outpatient primary care, urgent care, and emergency
settings, who bring extensive lived experience related to the natural setting and sociotechnical
systems that surround Al deployments.

Our research questions include:

(1) How can design fiction be used with clinical caregivers to elicit values around Al-related
voice data collection in consultations?

(2) As conversational voice data collection is proposed as a means to train ML models to assist
clinicians, what potential benefits and harms of such data collection do clinicians foresee?

(3) How do the prospective risks of harm surfaced by clinicians compare to those documented
in the literature identifying ML and AI harms? What new areas of inquiry are suggested by
differences?

This paper contributes the following to the CSCW literature:

(1) A case study in which we used the creation of a conceptual informed consent process as a type
of design fiction, to support qualitative elicitation of the prospective benefits and risks of
data collection associated with a plausible, near-term Al technology.

(2) Findings from a study with 16 medical doctors, through which we distilled eight classes of
potential risks of conversational voice data collection for Al assistance that clinicians are
concerned about, including clinical workflow disruptions, self-censorship, and errors that
could impact patient eligibility for services.
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(3) Reflections on the prospective risks we identified—including considerations for similar, future
studies and system evaluation approaches, and expansions upon the types of Al-related
harms identified in prior work.

2 BACKGROUND AND RELATED WORK

Participatory forms of research, long-acknowledged and celebrated in CSCW and HCI, are becoming
increasingly applied in AI/ML research. Recent work points to benefits of stakeholder participation
in AI/ML development that range from improvements in problem formulation [107], to methods for
algorithmic critique and accountability [76, 82], to better benchmarks for machine translation [113].
Researchers have also argued for the need to bring more human participatory methods to topics
related to Al ethics [18, 44, 94]. Lee et al. [2019], in order to address algorithmic fairness issues, use
participatory design to understand participants’ values and build models reflecting them [97].

On the other hand, critiques of the use of participatory methods in AI/ML have cited the potential
for co-optation [18], as well as ephemeral engagement and insincerity to justice [18, 143]. So, while
the literature suggests an opportunity for integrating participatory design methods into Al ethics
research, case studies demonstrating precisely how to use specific methods for this purpose are
limited [e.g., 9, 53]. In this work, we adopted elements of speculative design research to explore its
role in surfacing prospective benefits and harms associated with a fictional, yet plausible near-term
sociotechnical Al scenario.

2.1 Speculative design research and design fiction

Speculative design is a type of systematic inquiry through which designers envision, reason about,
and offer for debate aspects of alternate futures [54]. While speculative design has always sought to
prompt consideration and conversation, much of the early work was limited to specific institutions,
such as museums. Now, speculative methods are increasingly applied in computing research [e.g.,
25,53, 62, 72, 73]. Speculative design activities in research often invite participation from envisioned
‘users’ and other stakeholders, and can enable imagination of “future configurations of technology
and society within the world” by adopting creative and critical lenses [85] as well as critique of
current practices [6]. This approach has been widely applied to uncover novel perspectives on
complex problems (e.g., in global education [85], human rights [4], public safety [68], food supply
chain optimization [47], and health care [74, 75]). By considering alternate futures, speculative
design “interrogates questions about values” [92, 161], explores ethical boundaries of existing
systems [54], and employs creative activities and probes that invite critical reflection and consid-
eration of different people’s lived experiences [24, 35, 68, 72], with the aim to avoid futures that
are maladapted to the realities of everyday life [7]. Speculative approaches explore many stages
and types of technologies, with recent work calling for more emphasis on plausible, foreseeable
futures [119, 150].

Design fiction is an approach that is often used in speculative design, to engage people with
“technological futures” and artifacts that make discussions and debates more tangible [54]. It offers
ways to consider alternative appealing and unappealing possibilities with others, by speculating to
immediate, near-term, or more distant futures [79]. A key aspect of fictions is their focus on future-
driven narratives about a particular context, and use of material representations of technological
futures as props and provocations for reflection [27, 79, 102, 151]. As such, they have started to
emerge in combination with Value-Sensitive Design (VSD) [64] as a means of surfacing ethics
concerns in Al and encouraging reflection about the potential social impacts including downsides
of technology design [e.g., 9, 119, 123].

Speculative fictions can take different forms and explore discussions of tangible and less tangible
contexts [13]. Ethics explorations include design fictions in the form of games to engage product
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designers in discussions about ethics and Al futures [9], media to engage people in discussion
about data collection and harms of the data economy [106], toolkits to explore how Al ethics
intersect with other areas such as policy [93], and fictional papers about data and consent in
online platforms [60]. Researchers have also used design fiction to speculate about futures within
specific Al-driven use cases such as personal assistants, robots, smart homes, and social agents [e.g.,
7, 41, 105, 128, 138, 145].

In this paper, we use design fiction as a means to explore physicians’ perspectives on the collection
of conversational voice data for an Al documentation assistant, in the context of their consultations.
We scoped the current study to physicians who have experience caring for a wide variety of
patients, and who are responsible for managing a range of patient consent processes as part of their
care practice (Section 3.1.3). The clinicians’ perspectives we report on are vital to understand and
abundantly rich. Yet, as we stress in Section 5.5, subsequent studies with patients, communities of
informal and formal caregivers, and other stakeholders in the larger care ecosystem, are essential
to conduct, to complement this work.

2.2 Use of informed consent as a design fiction

This study is not about the design, development, or study of a specific consent protocol (different
forms of consent are obtained for different purposes in health care, and include permission to
perform procedures, and health information collection and permission to coordinate care across
care providers) [142]. Rather, we use the concept of informed consent, and particularly its emphasis
on disclosure of information and distillation of benefits, risks, and alternatives in research, as a frame
for a generative study activity in which we elicited physicians’ perspectives on the benefits and
risks of consenting to voice data collection (i.e., capture of patient—clinician dialogue unfolding
throughout a consultation) associated with a class of near-future Al technology.

The use of informed consent as a design fiction enabled us to scaffold study activities with
values and bioethics principles considered to be fundamental. These principles, respect for persons,
beneficence and non-maleficence, justice, and autonomy, oblige physicians to disclose truthful medical
information and options to the patient to support their self-determination, informed voluntary
agreement, and confidentiality [51, 61]. For example, respect for persons is a core principle demon-
strated through the informed consent process, as the construct of informed encompasses disclosure
and comprehension, while that of consent encompasses voluntariness, competence, and permission
of the consenting party [64].

While the concept of informed consent enabled us to reference principles familiar to participants
and use these principles as lenses to elicit qualitative feedback, we also note the limitations of this
framing. There are many critiques of the current positioning of informed consent in ethics and its
underlying assumptions. Informed consent has been characterized as hard to truly define, and more
of an ideal for which to strive, given the complexity of knowledge that “informedness” requires,
and the situated nature of consent [86]. Though bioethical foundations of consent require that
benefits and harms be explained and weighed to a consenting party, people can have differing
views of what constitutes harm [65]. Furthermore, a voluntary “choice” to consent is not a single
event, but a complex, ambiguous process [2].

Previous critiques of informed consent in health research also argue that it is principle-led, and
such an approach can abstract the process of consent away from its clinical and social settings [45].
Take, for example, the principle of autonomy. Distinct conceptions of what individual autonomy
means, and the ethics associated with these conceptions, can vary cross-culturally [118]. A rights-
based notion of autonomy can ignore the actual context in which consent takes place, which,
in many global health settings, is shaped by the absence of vital medical treatment, desperation
for health care, and important cultural differences. Regardless of researchers’ or practitioners’
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intentions, their power and status shape biomedical encounters, including how those choosing to
consent to activities actually make decisions [16]. Refusal to consent to health activities can be
met with stigma and social penalties [16]. All of these findings belie the supposition that assent
or consent can be freely (voluntarily) granted [139]. Thus, the implementation of the principles
undergirding informed consent and their operationalization in context are active areas of research.

2.3 Speculation context: language modeling in health consultations

In the previous section, we outlined our rationale for the use of an informed consent process as a
design fiction. In this section, we discuss the specific class of technology for which participants
were asked to design a consent process, the clinical context within which it would be expected to
fit, and how the speculative activity was planned with this context in mind.

2.3.1 Technology focus. Our study used a fictional demonstration of a realistic class of technology
that is being actively developed and advertised by vendors, concerned with the interface between
natural language and health record data tasks. Electronic Health Records (EHR) system vendors
and clinical Al labs have recently developed natural language models to automate medical chart
reviews by evaluating EHR data and identifying opportunities for improvement and validation
of documentation for patient encounters [39, 89, 146]. Attention is now shifting from enabling
data reviews to automating data entry: clinical documentation assistance would take as input
semi-structured and ambient multi-modal or audio data from the patient consultation to generate
EHR data entries. Here, speech recognition is envisioned to play a role in eliminating the burden
of data entry by clinicians, by building on medical dictation technology and language modeling
of natural speech during the consultation. In these scenarios, Al is envisioned as an “auto-scribe”,
performing speech recognition and natural language processing and modeling, by “listening in" on
the consultation (e.g., an Al assistant extracts as input speech data from the conversation between
patients and the clinician, and returns clinical note content, prescription orders and referrals, or
narrative data to directly populate the EHR for that patient) [e.g., 43, 63, 88, 89, 101, 115, 134, 146].
Other anticipated uses of conversational data (currently textual but with implications for voice
data) include training models to assist with evaluation of effectiveness of the delivery of therapeutic
messages and suggesting improvements, in mental health care conversations [140].

2.3.2  Clinical context. The technologies described above provide real-time assistance to reduce the
need for manual data entry or human transcription, and they are being proposed both for in-person
encounters and as added capabilities in telehealth contexts, to document visits [63, 95, 115], with
assurances of Health Insurance Portability and Accountability Act (HIPAA) compliance. In the
U.S., HIPAA sets legal standards for the protection of personal health information and applies
to health care providers, health plans, and health care clearinghouses. Thus, AI documentation
systems in clinical settings belong in a category of regulated medical devices or systems. However,
according to Parasidis et al. [2019], existing regulatory frameworks that could cover health data do
not fully protect use of health datasets for machine learning. HIPAA does not necessarily mandate
ethics review for data collection and downstream use, and data that is de-identified is no longer
considered protected health information, regardless of who controls the information. As Parasidis
et al.[2019] argue, the General Data Protection Regulation (GDPR) and the California Consumer
Privacy Act focus on notification, consent, and deletion rights, but this doesn’t necessarily address
specific issues concerning ethical collection in situ, nor specific information for patients about use
of their data for ML models [121, 131].

Other potential concerns related to data collection, such as patient comfort with multi-modal
data capture during the encounter, social risks associated with recognition or interpretation errors,
or possible privacy violations due to unintentional capture of data with ambient recording methods
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in the clinical environment, have neither been considered in research nor accounted for in standards
to-date. We explored these concerns with near-term speculative research, using consent as a design
fiction to explore potential benefits and risks.

2.4 Current practices, privacy norms, and contextual appropriateness of voice data
capture

Of course, patients also have interest in digital recordings of clinical encounters, motivated by the
wish to replay and share the recordings with others, to own a personal record, and to potentially
verify substandard care [57, 58]. In the UK, almost 70% of patients surveyed by Elwyn et al. [2018]
desired recordings of their doctor visits, yet over a third of those surveyed indicated they would ask
permission first, so as to prioritize a trusting relationship with the health professional. Those who
recorded covertly cited a pre-existing lack of trust or fear of denial of services [57]. In fact, patient
recordings of health consultations are generally seen as a threat by health professionals [153].
Patients’ covert recording of clinical encounters is seen as emblematic of an erosion of trust between
patients and clinicians, and evokes strong negative reactions from health care stakeholders [153]. As
such, policies surrounding use of such data are still in progress [56]. Yet, Al technology concepts—
including those advanced by EHR companies—seem to take for granted the ability of an EHR system
to capture ambient, multi-modal data during consultations [e.g., 50, 63, 89, 95, 115, 134, 146].

Thus far, capture and use of such data is not discussed in the context of patient ownership, nor are
its implications for trust or power relationships between clinicians and patients (nor clinicians and
institutions). Health professionals’ responses to both covert and consented patient recordings of
health consultations—taken together with the mixed experiences and behaviors of patients surveyed
by Elwyn et al. —suggests that the health consultation setting embeds contextual expectations of
privacy and confidentiality that are interacting with modern technology in new ways.

Looking at these findings through the lens of Nissenbaum’s [114] concept of contextual integrity
suggests that clinicians’ discomfort is a response to a perceived deviation of the act of audio record-
ing from acceptable norms of a health consultation. Contextual integrity ties “adequate protection
for privacy to norms of specific contexts, demanding that information gathering and dissemination be
appropriate to that context and obey the governing norms of distribution within it” [114]. There is
a need for contextual standards and benchmarks for upholding privacy in this setting; however,
in the age of EHR systems and telehealth, norms become ambiguous: digital capture of a variety
of patient data prior to a visit (e.g., questionnaires and instruments connected to mobile devices)
is now indeed a norm—but ambient recordings of the visit on a patient’s mobile device are not.
To understand how to develop standards and policies for multi-modal forms of data capture such
as voice data, we need to understand attitudes and values that help shape norms (e.g., is there an
appropriate form of voice data capture in a health consultation? What about voice data capture to
train ML models? If appropriate, under what circumstances of consent, ownership of that data, and
ongoing use?). These overarching questions directly motivate the specific research questions and
study design we report in this paper.

2.5 Additional risks in clinical documentation automation

There are potential consequences of automating clinical documentation beyond the risks associated
with conversational voice data collection. These consequences include automation bias [70], which
researchers have argued could lead to a diminishing ability of clinicians to apply their background
and skills, and fewer opportunities to think, problem-solve, and reflect critically through manual
documentation activities [159].

Additionally, researchers have warned of risks to data privacy and implementation challenges
when adding new technologies to the existing informatics ecosystem in general (e.g., upfront
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costs, integration with existing technology, time-intensive training, accommodating linguistic
differences) [70, 159]. These concerns are due, in part, to complex work practices, with institutional,
social, and situated dimensions [11], and issues with the accuracy, completeness, relevance, and
comprehensibility of the documentation [99]. In response to these concerns, Willis and Jarrahi
[2019] suggest a model of human-assistant interaction in which clinicians make sense of patient
context, while an Al assistant provides decision support and text entry into the EHR.

These studies highlight application-specific considerations; yet, in high-stakes domains like
health, not paying enough attention to the ethics of data collection and data quality can have outsize
impact on vulnerable communities (of which both clinicians and patients can be a part) [132].

Our field is still grappling with fundamental questions around the ethics of collecting data across
various audio-visual and sensing modalities, including voice data to train models for new kinds
of Al assistant technology in consultations. Notably, no studies to date examine human concerns
related to contributing conversational voice data to an Al-relevant, clinical dataset. Nor do we
understand what challenges clinicians expect to encounter when they and their patients weigh the
decision to consent to such new forms of data collection and use. Focusing in this study on clinical
caregivers, we sought to understand how elements of design fiction could be used to elicit their
perspectives on prospective benefits and risks of using conversational voice data for Al assistant
technology.

3 STUDY

In the context of informed consent, beneficence and non-maleficence require that benefits and
risks associated with data collection and use of a near-term technology be identified and weighed.
This requires the conceptualization of all potential harms the participants could foresee. In our
study, participants conceptualized such benefits and harms based on their personal and professional
experiences treating patients in primary care, urgent care, and emergency settings, and overseeing
the patient consent process for treatment and research in these settings.

3.1 Methods and participants

3.1.1  Participant recruitment. Through outreach to a pool of MD-holding contractors assisting with
projects at our institution, we recruited a purposeful sample [120] of participants who currently
practice primary care, urgent care, or emergency medicine. These care settings have been referred
to in the literature as being able to benefit from voice-enabled Al assistance [43, 88, 95, 101], and
require management of a broad range of health topics, conditions, and social situations. Physician
participants had a diverse range of residency training, worked in a range of institution types in the
U.S. (Tables 1 & 2), and covered a diverse set of patient populations (e.g., pediatric, geriatric, patients
with chronic conditions, patients with disabilities, unhoused patients). Half of the participants work
in public care settings, and half provide care in a large city.” Participants had 3-37 (mean=10.4)
years of practice experience (including their residency). We did not collect age, race, or ethnicity
data, nor did we ask participants about gender beyond preferred pronouns (leaving this open-ended
for their own specification rather than selection from a list). Eight participants preferred “she"
pronouns, while the other eight preferred “he".

3.1.2  Study design. Our study sessions lasted approximately 60 minutes each, and took place
both in-person (n=12) and through video calls (n=4) to accommodate geographic differences of
participants. Most sessions (n=13) were conducted with one researcher and one participant, with

2We use “large city” to refer to a principal city of a metropolitan area, population > 500,000 and pop. density > 5000 people

per square mile. “Small city” refers to a city with a smaller population < 250,000 and pop. density > 5000 people per square
mile. Suburbs are outlying districts of a principal city.
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one group session including three participants and one researcher. All sessions were recorded and
transcribed, and consisted of semi-structured interviews and generative narrative activities. Prior
to conducting study activities, we received written consent from all participants. All participants
completed the study, and each received the fair market rate for one hour of their time.

3.1.3 Approach to design fiction. We mapped our study process to Lindley and Coulton’s [102] three
descriptive steps in design fiction. To contextualize this process, we first establish that “design fiction
uses narrative elements to envision and explain possible futures for design” [148]. The narrative
elements we employed included: (1) visual concepts and explanations of the AT documentation
assistant, to first “create a story world”[102]. We then (2) began to envision and design something
situated in that story world (a conceptual informed consent process). Finally, through freelisting
activities and narrative explanations of considerations for consent design, we (3) “created discursive
space" [102], within which to explore prospective benefits and risks of the Al assistant.”> We distilled
these three elements into two stages, as follows.

3.1.4 Stage 1: Introducing the Al assistant concept. After a series of questions about the physician’s
background, practice setting, and experiences with technology, we presented narrative concepts
to introduce a fictional, near-future Al documentation assistant, explaining to each participant a
definition of Al (similar to [122]) as “a computing system or application that can learn from existing
data to perceive information and perform tasks.” We explained that this Al assistant is trained
to recognize elements of dialogue in a health consultation that are clinically-relevant. We then
provided participants with examples of phrases that the AI could recognize and use as input for
assistance with tasks such as generating clinical note suggestions, walking through a technique
used by health care providers for eliciting a medical history from a patient, in order to outline the
phases of assistance in the concept: voice recognition, speaker identification (i.e., doctor or patient),
analysis of natural language for medical concept identification, and suggestions for EHR data and
documentation input. These elements created the “story world" for a design fiction, within and
about which we next envisioned possible futures [102].

3.1.5 Stage 2: Introducing informed consent as a design fiction. After showing and explaining the
concepts, we engaged participants in a generative speculative activity. We asked each physician to
consider a hypothetical, conceptual informed consent process such as a study consent protocol,
in which disclosure of information and distillation of benefits and risks would be part of the
consent process. We asked them to contribute to designing this process, by elaborating on all of
the considerations they would bring to the consent design, including information for the patient,
and their perspectives on benefits and risks.

To produce these elaborations, we asked them to freelist [37] thoughts and narrative scenarios
as a generative activity (freelisting is a technique used to elicit all the items that come to mind
in response to a probing prompt, and enables the discursive aspects of design fiction referred
to in 3.1.3). We then discussed their freelist responses and narratives explaining them, and each
participant elaborated on them orally in discussion with the researcher.

3.2 Data analysis

All data were analyzed inductively, using reflexive thematic analysis [22, 23]. Being a post-positivist
approach, reflexive thematic analysis acknowledges researcher influence on data interpretation
and the expertise they bring to interpretation and analysis. Rather than focusing on inter-rater

3Selected study materials are included in the Supplementary Materials
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Table 1. Study participants’ medical training (N=16)

Training (Residency, Additional Programs) (%)

(44%)

n
Internal Medicine 7

Family Medicine 2 (12.5%)
Internal Medicine and Pediatrics 1 (6.25%)
Internal Medicine and Pediatrics, Public Health 1 (6.25%)
Family Medicine, Public Health 2 (12.5%)
Internal Medicine and Endocrinology 1 (6.25%)
Emergency Medicine 1 (6%)
Public Health 1 (6%)

Table 2. Institutions (U.S.) in which participants currently practice, grouped by specialty. Participants practice
outpatient primary care, urgent care, and emergency medicine in these settings. Speciality (Training) is used
to group medical center types. Some participants provided care in multiple types of settings.

Training Medical Institution Type(s) (institution setting)

Internal Medicine Veteran’s Administration (VA) medical center (suburban)
Public hospital and level I trauma center (large city)
Public hospital and level II trauma center (large city)
County public health department (suburban)
Academic medical center (suburban)
Small medical group (suburban)
Large integrated managed care system (large city, suburban)
Not-for-profit acute care hospital (large city, suburban)

Internal Medicine and Pediatrics Not-for-profit medical center (large city, suburban)
Not-for-profit hospital network (large city)

Internal Medicine and Endocrinology Academic hospital and level I trauma center (small city)

Family Medicine Not-for-profit primary care clinic (suburban)

Family Medicine and Public Health ~ Not-for-profit primary care clinic (suburban)
Emergency Medicine Public hospital and level I trauma center (large city)

Public Health County public health department (suburban)

reliability metrics and consensus-based agreement, researcher engagement with—and in-depth
reflexive discussions about—the data are encouraged [22, 23].

To arrive at topic categories and overarching themes, two researchers first engaged in data
familiarisation by independently reviewing transcripts and all generated text from the study
sessions. They engaged in deep and prolonged data immersion and discussion, independent open
coding with written notes and spreadsheets, and then discussion to compare interpretations of
the meaning of the data to generate initial domain categories (which represent the diversity of
meaning covered by topic area [23]) and themes from coded data. They met in multiple rounds
to collaboratively revise and refine open codes for these data. All disagreements were resolved
through collaborative rounds of review among researchers, conducted in synchronous discussions.
Finally, the researchers met in multiple rounds to generate and review domain categories and
themes based on reflections on data and relationships among codes, reflexively [22, 23].
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4 FINDINGS

Our analysis distilled a set of prospective benefits, as well as eight categories of risks of voice
data collection to enable Al assistance with clinical documentation tasks. After summarizing
prospective benefits here, we describe findings relating to risks in detail. We reflect on the benefits
and limitations of our study approach and the specific risks we surfaced in Section 5, and further
consider them in the context of related work at the intersection of CSCW, health informatics, and
AT ethics. We conclude by discussing future directions for research that our findings suggest.

4.1 Benefits include a focus on the patient, and depend on contingencies

Study participants surfaced potential benefits for themselves and patients, all of which centered
the patient, including: the use of conversational voice data to supplement physician memory about
the visit (n=2) and easier data entry if the Al assistant is highly accurate (n=12). Interestingly, a
few physicians mentioned the possibility that audio capture during the consultation could allow
the “patient’s own words" to be included in clinical documentation. Many physicians (n=38) also
discussed the possibility of sharing segments of the captured audio data with the patient (for their
own record-keeping, potential for translation, and education) as a potential benefit. As P8 explained,
“[Patient could] get to re-listen to MD’s thoughts on assessment or plan on their own time, at their own
rate, in a setting other than one in which they have an abundance of data and info thrown at them
(i.e., clinic). Also helpful when patient forgets instructions (e.g., dosing of meds).”

However, physicians discussed the need to mitigate risks of sharing such data. As P1 told us,
“What might the patient do with this data that I wouldn’t like, e.g., put [it] on YouTube...”. In fact,
almost all physicians who discussed benefits also discussed their contingent nature (e.g., dependency
on “perfect” voice recognition for the net benefit to be realized, availability of control capabilities
to select specific audio segments for an Al assistant to use). Below, we elaborate further on the
classes of risks our participants surfaced.

4.2 Prospective risks highlight physicians’ concern for both patients and clinicians
4.2.1 Erosion of trust in clinical caregivers and the health care system. Study participants talked
about the general lack of comfort they expected patients, and themselves, to experience with an Al
assistant that captures conversational voice data in a consultation. Patient and clinician comfort is
an important part of good communication, which is key to patient satisfaction and other outcomes
that health providers measure [14, 147]. Many clinicians had concerns about patient discomfort
with being asked to consent to collection of their voice data during the encounter.

Specifically, many study participants raised concerns about impacts of voice data collection
during the clinical consultation on trust. As P8 told us, “Especially [for] some patients, they might
wonder: the intended purpose is to decrease my doctor’s burden, but is there another purpose? Am I
being put into a [situation] that actually has some perverse incentives?” This view was echoed by P9,
a public health expert who cares for patients with complex conditions, who anticipated patients’
“concerns over trust regarding perceptions of medical research—especially in historically marginalized
and mis-used populations or communities, particularly communities of color.”

Several physicians (n=9) brought up the possibility of changing the way they approach the
conversation if voice data capture is introduced. These changes could make for less natural inter-
actions with the patient and foreground data collection and institutional protection over patient
concerns. For example, P15 wondered, “Will I feel the need to say different things like a bunch of
legal disclaimers at the end of the conversation?”

4.2.2  Self-censorship. Physicians also raised concerns about expected changes in communication
and behavior in the encounter, by both the physician and the patient. P7 was concerned that
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patients may alter on a surface level what they say: “Will the presence [of the Al] alter what the
patient says—now that I write this I think this is HUGE.” Specifically, physicians were concerned that
patients would withhold information or “self-censor” during the consultation. This concern was
one of the largest shared by physicians in our study. As P3 explained, “I’m concerned that patients
will withhold information [after consenting].”

This change in communication can affect their relationship with the patient, as P6 described:

“The patient knowing they’re being listened to [by an Al assistant] is going to affect what
they say, and that’s going to affect the content of what happens in the encounter. And it’s
going to affect our relationship. You know the patients ... more likely than not they’re going
to have a filter or they’re not going to disclose, you know, necessarily all the emotions that
they have, which can affect not just the the topic or the content of the interaction but the
ongoing relationship between me and them.”

Specifically, this self-censorship can impact a physician’s response to the patient, as P8 noted:

“Even if you don’t have conscious concern about whether that data will be get into others’
hands—even at the subconscious level, will it affect the patient’s willingness to share certain
pieces of sensitive information like sexual information, recreational drug use? Much of
that affects decision-making and diagnoses. [...] Will this then affect what MD chooses to
discuss with patient (especially if not backed by full medical evidence)?”

We heard from many physicians that they expect to take certain concerns “off-the-record”. Physi-
cians described their experiences with this request, noting that some patients would request this
even if asked to consent to voice data collection, so that they can speak freely, but others might not
feel comfortable doing so. As P5, explained:

“You know, I'm sure there are certain cases where a patient would say, ‘Hey Doc, can you
stop [voice] recording right now so I can tell you about this other thing.” And that could be
from some domestic dispute or custody issues, drug use. T don’t want my boss to find out.
I don’t want my spouse or my partner to find out about this. I don’t wanna talk about
depression or erectile dysfunction in front of...’ I could see a situation where the patient
would either not talk about it at all and pretend it wasn’t a problem or just say ‘can you
turn it off right now.” Which would be fine of course. But some people might feel like, ‘Oh
is that rude or I don’t want to do that.” Or it might make some people uncomfortable.”

These findings suggest risks not only of nondisclosure, but also potential exacerbation of existing
disclosure challenges (e.g., the documented difficulties that LGBQT+ patients experience with
disclosure of aspects of their identity to primary care providers) [96, 158].

4.2.3  Obstructions to care services. Physicians expressed concerns about the impacts that capturing
certain verbatim statements from patients could have on those patients. Certain statements, or even
summaries resulting from them, can work against patients if misinterpreted by third parties. For
example, P11 explained unintended consequences of voice data collection leading to ineligibility
for services based on misinterpretation of a verbatim statement captured during the consultation.

“Physicians who are well versed in benefits and eligibility [in the U.S.] will pay close
attention because patients can say things off-the-cuff that would make them ineligible

Proc. ACM Hum.-Comput. Interact., Vol. 7, No. CSCW2, Article 316. Publication date: October 2023.



316:12 Lauren Wilcox, Robin Brewer, and Fernando Diaz

for certain services or programs. For example, [this could happen] if you are a trans-
plant candidate and you’re trying to receive an organ or donate an organ, if you say
certain things that indicate that your home life is not that stable, even if that’s not true,
like ‘my kids don’t like me, I don’t think they will come to visit.” But a lot of us know
our patients really well. We know that Mr. Jones (pseudonym) is always cantankerous
when talking about his son, but his son is actually a caring person who would be able to
give him his meds. But if we were to document [ Jones’ comments] when they did his re-
view [for an organ] that could count against him. You don’t want to include things like that!

“For people that are eligible for certain services like hospice or SNF [Skilled Nursing Facility]
Care they need to meet certain requirements. I had a patient who used to joke around
that he smoked around his oxygen tank. Which we knew he actually did not. But it was
a personality thing, he used to rib us. But if a scribe included that in a note, a lot of
facilities might not take [the patient]. They might see him as a fire risk. Even though I
know as a clinician that the chances of that happening are ‘0’ because he’s just being funny.

“That’s the hardest thing [about an assistant] that’s not a human being. You can see the
patient’s facial expression and tone of voice. It would be so much harder if you were just
seeing or hearing words in a stream.”

This risk can, in turn, result in the self-censorship discussed in Section 4.2.2, as P10 described:

“The patient will tell me, ‘this is personal, don’t write it” And yes, the things they say can
affect application for insurance and disability."

As we discuss more below, physicians described the importance of maintaining control over deci-
sions to document certain statements from patients, rather than a documentation model in which
patients’ and physicians’ comments are automatically captured by default.

4.24 Legal risks for patients and clinicians. Some study participants raised potential legal implica-
tions if conversational voice data collection produced a “record” of verbatim statements. Currently,
clinicians make sure that unwarranted patient statements that could harm them are not documented.
These experiences factored into their generation of risks of ramifications of an Al system that
collected voice data. As they explained:

“Patients can go back on their word—with a documented record they might be cautious
sharing information—especially surrounding their legal matters. This doesn’t happen
often, but enough with the [unhoused] patient population to be notable."-P10

“It’s often off-hand, humorous comments that patients will make with you as a clinician
because they know you. You know it’s a joke, in person. But to just look at the transcript,
[you] might not know from just reading that. Very serious things, like if they make any
sort of threats to another person. As a provider you are mandated to report all of those
things. That said, most providers don’t report things they know aren’t true. You hear
kids tell parents that ‘if you don’t get out of here, I'll kill you.” I know they don’t mean
that. Most physicians will only document things they believe to be true or there is some
plausibility of truth to them. If that kid had access to a weapon for example. But in most
cases, you know the family well enough to know that they don’t mean it literally.” -P11
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Physicians in our study also brought up questions about whether voice data would be discoverable,
or would ever need to be surfaced as part of medicolegal proceedings. For example, P3 was concerned
about secondary uses of voice data, wondering, “[From the patient’s standpoint] can the data be
used medical-legally for either the physician or myself?” These concerns call to mind the potential
impacts of “data externalities” [48], the phenomenon that some of the data collected about people
can reveal information about others. These externalities could impact those directly involved in a
consultation, but unintentional data capture of others was also mentioned as a risk.

“[What about] audio from outside the exam room (registration / med[ical] assistant)—
[there] could be unintentional capture of other people/patients/families etc.” P9

“[I have] medicolegal concerns. Can this audio be used as evidence in court in case of
dispute of the nature of [the] conversation, after bad patient outcome?” —P8

Physicians also expected that many patients would want access to their data, and had questions
about the patient’s legitimate claims to voice data. As P8 pondered, “[From the patient’s standpoint]
if my data is being used to build something, can I [the patient] have access to it later?”

4.2.5 Patients’ inability to consent to data collection. It can be difficult to gauge a patient’s ability
to give consent and study participants considered risks related to potential inability to consent,
how they might assess such inability, and the complexities of proxy involvement. P4 told us: “Many
of my patients are severely geriatric or demented (and/or hearing impaired) and this may be difficult to
understand, although they may still give consent.” Stating similar concerns, P6 mentioned, “Patients
may not understand what the data will be used for.”

Participants expected that proxy involvement will be necessary for many patients, yet processes
for their inclusion will be non-trivial. As P16 explained, “What if the patient isn’t ‘consentable’? Will
family consent for them? Will that require a witness?” P4 described how inclusion challenges can be
exacerbated when proxies are unavailable or the need for proxies goes unrecognized:

“Sometimes you have people show up who just have some mild to moderate cognitive
impairment and they don’t actually have family with them because either, you know, it’s
not recognized, or it is—to some extent—but the patient is still functional. So you could see
getting into some discussions with them if they didn’t totally understand it.”

They further explained that even when proxies are involved for patients with limited ability to
provide consent themselves, following a legal process alone is not enough to ensure a patient-
centered consent process:

“There are issues around consent for children or for adults with developmental delay/cognitive
impairment. (Legally I imagine [one] would follow the same process as any other consent,
but the perception from the caregivers / surrogate / guardian may be different in this case
[of voice data capture].)”-P9

4.2.6 Workflow disruptions and additional clinician labor. Some of the prospective risks of data
collection included impacts on the care team’s workflow, which could, in turn, negatively impact
both their and the patient’s experience. In particular, physicians discussed the patient consent
journey and what portions would be handled by medical staff. This was important because they
thought patients would turn to them (their care provider) to answer questions about consent and
the Al technology, leading to concerns that time would be taken away from the health consultation
in order to address these questions. P1 summarized this concern: “Will the patient have a lot of
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follow-up questions (i.e., will this disrupt the visit)?”

“Who answers all the technical details of what should happen outside of the visit (e.g.,
how/where [data] will be stored, used, discarded, accessed?) How does partial consent work
(e.g., patient mentions something but wants it stricken from the record)?” —P2

“Reading and signing the consent may slow down the office workflow (check-in process)
even more. As it is, the insurance paperwork takes up a lot of time." -P6

“Communication with [the] MA [Medical Assistant]—what if the patient has questions
and the MA needs to follow up with [the] physician first in order to answer or address
concerns? Workflow and added time leads to less time with patient.”-P4

4.2.7 Privacy. Physicians thought patients would be concerned about insurance companies gaining
access to the data. They saw both the status of third-party access to data and information about any
data controls available as vital types of information to disclose. Information about data access was
the first concern P8 mentioned in the study: “Privacy. Will audio [data] get into unexpected hands
(e.g., insurance, employer) and negatively affect my patients?” Others discussed the complexity of
explaining access to voice data to patients who would be asked to consent to its collection, as P4
described:

“[Patients] are going to want to know...for the consent, who actually gets to be able to

listen and look at that [data]. Because there’s so many people who look at a patient chart,

from billing, to panel coordinator, to the referral person, to the front desk, to the physician,

MA, other people’s MAs. You know, if my doc’s out (or if 'm out) and the MAs are just

trying to help look in my inbox, then other MAs will touch the chart too.”

Other participants noted that insurance company access in particular may be of concern to patients.
“One thing in terms of security I think a lot of the patients would be very concerned about
insurance companies getting access to this, and it affecting their coverage, which is, you
know, an unfortunate reality—or an unfortunate, realistic concern.” -P7

Meanwhile, P9 mentioned that the consequences of sharing information with third parties would
be especially concerning to those involved in partner violence:

“[There is] concern over things patients want to discuss but do not want documented in

the [EHR]. Sometimes this might be a safety issue, such as intimate partner violence.”

4.2.8 Inaccuracies in speech recognition and documentation. Most participants (n=13) discussed
the importance of accuracy of voice recognition and language models, and foresaw potential ways
in which these technologies could fail for both clinicians and patients. For example, P7 stressed
that sub-optimal speech recognition accuracy could impact not just the resulting data, but other
aspects of care:

“The [speech recognition] needs to be VERY close to 100% accurate—that is, if [ am spending

time editing for inaccuracies, why consent at all?”
From the perspective of the patient, differential accuracy—due to using an interpreter or being a
non-native language speaker for example—risks quality of service harms.

“I'm concerned about issues around interpretation ([i.e.,] how would this [technology]

work for people using a telephonic interpreter, or an iPad interpreter, ESL [English as a

Second Language])?” -P9
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Physicians also expected that language models using recognized speech might incorrectly segment
speech, identifying patients’ suggestions to be physicians’ diagnoses, and might not be able to
differentiate between possibilities offered at the beginning of a consultation and final assessments.

“We could be [discussing] the history section [of the visit]. They could say, ‘my asthma’
and that could get sort of flagged as “problem: Asthma” whereas the physician would
know OK, actually this is a constellation of symptoms that sort of mimics the effects that
you think is asthma.” -P16

“If my working diagnosis changes as new information comes in, my recommendation
might change. So what I said at the beginning of the encounter would not be accurate
anymore.” =P9

5 DISCUSSION

Our discussion returns to the research questions that guided our study. In particular, we reflect
on our choice to position an informed consent process as a design fiction, as a means to integrate
ethics frameworks with speculative design research. We discuss the ways in which positioning
an informed consent process as a fiction enabled us to elicit context and narrative that embedded
clinical caregivers’ values around Al-related voice data collection in consultations, and situated
engagement with ethical questions related to the potential benefits and harms of using this data
to train ML models to assist clinicians. We discuss opacity and transparency for Al in clinical
health scenarios in light of our findings. We conclude by considering the prospective risks of harm
clinicians surfaced, how they extend those documented in the literature identifying AI/ML harms,
and how evaluation criteria for Al-powered documentation can better reflect them.

5.1 The informed consent process as a design fiction

Research conversations at the intersection of Al ethics and CSCW have highlighted the growing
importance of incorporating perspectives of impacted stakeholders in Al research [1, 53, 156].
In this paper, we extend these discussions to consider how speculative design research, using
design fiction, offers a lens to understand values around Al-related data collection for dataset
construction, model training, and real-time use. Although many prior speculative design inquiries
have engaged with issues of ethics and bioethics [54, 84], such engagement has often taken place
in the context of informal learning environments and research institutions. Methodologically, our
use of design fiction contributes to a growing body of work that situates speculative approaches
in specific communities and institutions of practice, directly engaging decision-makers and those
whose daily lives and work will be affected by those technologies [91, 160]. While a speculative
design approach can be used to imagine futures of entirely new technology landscapes [25], it is
often used to intentionally foreground a mundane cultural artifact [79]. We chose to foreground
the mundane artifacts of informed consent in order to build upon familiarity with clinicians’
lived experience of patient consent processes. Informed consent, as both a speculative process
and principle, supported critical consideration of near-term future voice data collection scenarios.
Grounding speculative activities in the context of consent associated with this near-term scenario
helped situate clinicians’ generative thinking about risks and benefits in their real-world context,
to base expected possibilities on their experiences. A distinctive aspect of our work is using design
fiction as a prompt to elicit insights from practicing clinicians, and the subsequent interpretation
of those insights into design considerations for their practical context.

Using the informed consent process as design fiction was also valuable because: 1) voice data
collection in clinical settings is still an emerging practice, neither widely available nor accepted as
common practice, and 2) the components of design fictions (world building, creating discursive
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space [102]) afforded more contextualized feedback than we would expect to elicit through tradi-
tional scenario-based methods. Other methods such as interviews and surveys could be limited in
capturing perceptions rather than engaging stakeholders in productive, nuanced discussions that
allowed free-form, generative conceptions of the numerous risks associated with multi-modal data
collection in our domain.

As demonstrated in our study, the types of information surfaced through this approach can equip
teams with perspectives of stakeholders, as they pursue answers to vital questions such as: is the
current direction of our research and development ethically viable? What other efforts might be
needed to gain directional guidance? To address any prospective risks surfaced in early studies,
how might we think through the design and testing of safeguards? Next, we detail selected findings
that demonstrate the importance of these questions.

5.2 Implications for human decision-making with and about Al in clinical settings

Prior studies have found that a lack of representative data, Al-relevant literacy, and consistent
standards to guide the use of Al in health scenarios can lead to notable gaps in how risks and
benefits of Al technology are calculated [40, 112]. However, many of these problems are connected
to open challenges in ML and health and medical informatics. In this section, we discuss these
challenges, grounding them in recent research and discussing the known, open areas of research
still needed.

5.2.1 Factors affecting clinicians’ decisions to use Al assistance. Clinicians in our study echoed the
importance of gaining knowledge at the outset of an Al development project to better identify
potential harms related to uses of data (Sections 4.2.3, 4.2.4, and 4.2.7), as well as risks associated
with the processes and context surrounding data collection (Sections 4.2.1, 4.2.2, 4.2.5, and 4.2.8)
including the impacts of changes to workflow (Section 4.2.6). Yet, Al literacy about these and other
aspects of new forms of Al could depend, in part, on how we enable transparency about Al systems
in context, and thus depends on progress of an active area of current research (we elaborate further
on this research area below in 5.2.2).

Turning to participants’ concerns about how patients may be negatively affected by decision-
making based on inaccurate or unintentional voice data collection (e.g., risks of service ineligibility
(4.2.3), legal implications (4.2.4), privacy (4.2.7)), it will be important for systems to foster trans-
parency and explanatory techniques regarding how decisions that stem from any voice data input
were reached, and allow patients or clinicians to correct misinterpretations. In the remainder of this
section, we highlight the importance and nuanced complexities of obtaining better Al explanations
for decision-making in clinical settings.

Jacobs et al.’s [2021] work with primary care physicians to co-design decision support tools
found that ML model explanations were vital in clinicians’ decision to use the tools, but that
current trends in explainable Al do not necessarily suit clinical environments and use cases. This
finding is not surprising in light of Cai et al.’s [2019] discovery that pathologists using a deep-
learning-based Al cancer grading assistant desired more global system and model attributes (above
explanations of local model decisions). These attributes included the strengths and weaknesses of
model performance, both overall and on specific cases, relative to human performance, and whether
and how the model inputs differ from information a pathologist might learn from and consult [30].

These findings reinforce the importance of the ability of Al systems to foster such understanding
and awareness of model decisions and capabilities. However, prior approaches to producing Al
explanations for clinical decision support, attempting to respond to clinicians’ needs, have strug-
gled or failed in practice, due in part to their overemphasis on explaining how an outcome was
reached and prior system performance (see Yang et al. [2023] for a review). Thus, an active area
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of research now seeks to identify how Al-powered decision-support designs can more effectively
calibrate clinicians’ trust in Al suggestions, on a case-by-case basis [162]. The next section discusses
challenges researchers face in achieving these abilities.

5.2.2 Al explanations, user control, and transparency in clinical contexts. The inherent difficulties
in understanding and explaining how Al systems work is an established issue, referred to more
generally as opacity of the system (e.g., “interpretation” itself is currently under-specified) [103,
137]. Ferretti et al. [2018] found three different semantic dimensions of opacity particularly relevant
in health contexts: lack of disclosure (i.e., data contributors and subjects of Al decisions are unaware
of automated decision-making activities, undermining the relationship between patients and clinical
caregivers), epistemic opacity, or inaccessible information or insufficient understanding, possibly
across multiple parties in a sociotechnical Al ecosystem, and explanatory opacity (i.e., the rationale
behind specific outcomes) [59].

Our study suggests that alongside the availability of system outcome rationale and disclosure of
automated decision-making as forms of transparency, data transparency is a fundamental need:
explanatory transparency of implications of voice data collection and—in individual collection
contexts—which data is recognized and how. Yet, as Brewer and Kameswaran [2018] found, if a
system is solely voice- or audio-based, it is difficult to confirm that it is doing what it purports to,
especially for people with disabilities and older adults. This finding suggests the importance of future
research concerned with data and system transparency in multiple forms: from the composition of
a data set [67, 131] to methods for interactive, user-controllable, and multi-modal forms of system
output. As a starting point for advancing these methods, researchers could explore similarities
with prior work on multi-modal design for clinical information applications, including studies
of human trust in different types of system-vocalized explanations [55], interaction techniques
for visual analysis of data associated with diagnostic screening decision-making [31, 32, 34], and
cross-cultural design considerations [100].

Turning now to epistemic opacity and its concern with accessible information, our findings
also highlight the potential for “too much information” associated with an Al explanation, which
clinicians have historically found can hinder care, given the time it takes them to reason about
model output explanations [77]. This issue of having “too little time” in practice to reason about
explanations is important, as it reinforces that decision-making in clinical settings is not based on
access to information alone. Our findings on workflow considerations (Section 4.2.6) extend these
and other findings from Burgess et al. [2023], who studied a conceptual prototype to demonstrate
plausible Al-generated treatment insights for diabetes medications, eliciting attitudes toward the Al
prototype from U.S.-based clinicians. They found that introducing Al-generated recommendations
for care that require time for clinician review during the patient encounter was unacceptable.
Physician participants reported being unable to validate Al-generated insights in the context of
their patient consultations [29]. Our study surfaced physician concerns that the work required to
adequately manage decisions around use of an Al assistant would, in fact, take time away from the
health consultation and add to already-burdensome information review.

The lessons from these studies heighten the importance of attending to the ways in which model
explanations or transparency artifacts are in fact situated in complex sociotechnical contexts, and
suggest that a focus on producing information alone is insufficient for decision-making about,
and with, Al systems in clinical settings. These reflections echo those of researchers of automated
decision systems (ADS) (a class of Al systems used for business operations) who have recently
argued for contextual approaches to transparency for these systems) [144]. Next, we discuss
the ways in which knowledge of the clinical sociotechnical context enabled us to surface new
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dimensions of risk of harm that can inform further research directions, as well as approaches to
transparency and explanatory strategies.

5.3 Use of design fiction to discover risks of potential Al harms

While AI/ML approaches present opportunities to assist health care professionals and potentially
improve health outcomes for patients, they bring a range ethical concerns [10, 71, 108]. These
concerns include, but are not limited to, racial and gender disparities, accessibility of clinical trials,
and exacerbation of bias in medical practices[40]. Our use of informed consent as a design fiction
distilled findings that expand the notion of explanatory opacity challenges for this AI application
space, which are exacerbated for conversational voice data. Voice recognition models themselves
mediate downstream tasks, making physicians’ concerns about accuracy and reliability even more
pronounced [69]. For example, problems could be pronounced for people with speech differences
such dysarthria, deaf accent, etc., since training data does not typically include samples from
such populations [80, 152]. Additionally, gender and dialect biases have been found in commercial
systems [109, 149].

Speech recognition and conversation modeling currently also misunderstand sarcasm and hu-
mor [42, 46, 104], lack access to the longer-term conversation context [104] and fail to discern
accents, tonalities, rhythmic variations, and speech patterns across subgroups, which impacts per-
formance [87]. Thus, transparency around these concerns, as well as how data is maintained [132],
and transformed to clinical data entries—are all candidates for data transparency that go beyond
data transparency artifacts in use today and call for future research in this area to avoid harm.

However, as Boyarskaya et al. [2020], Katell et al.[2020], and Shelby et al.[2023] note, to under-
stand possible negative impacts of particular pieces of technical work, our field needs to look beyond
currently identified classes of harms: allocational (unfairly assigned opportunities or resources)
or representational (discriminatory or incomplete data or algorithmic depictions), and quality of
service disparities, to the open, context dependent, and unobservable nature of harms, some of
which are not suited to algorithmic “fixes”. While these classes of harms are amenable to evaluation
with existing machine learning epistemologies and methods (e.g., disaggregated data analyses,
adversarial testing and model experimentation), they do not capture the breadth of contextual and
material downstream harms that must be mitigated or prevented.

Our study surfaced risks of potential allocational and representational harms (e.g., interpretations,
intended or not, of data leading to ineligibility for services or other obstructions to care) and
quality-of-service harms (e.g., accuracy concerns due to language differences), yet our findings
around medicolegal implications, impacts of data collection on patient care, the patient—clinician
relationship, and added work for clinicians, suggest types of risks that extend prior conceptions of
computational harms.

Our use of design fiction enabled us to identify a wider range of potential Al harms, each of
which represent important areas for further systematic investigation. This is especially important
for the health context, which requires research methods that enable computing researchers to
see relationships between data and models through multiple lenses. For example, patients and
clinicians already inhabit an asymmetrical power relationship [78], and physicians in our study
were concerned that the introduction of additional data collection for AI systems could create
conditions for these asymmetries to expand (prior research has found that power dynamics can
more generally impact the relationship between those whose data is collected and those who make
use of that data) [52, 110]. Study participants stressed the importance of attending to these power
differentials, as a vital part of supporting patient decision-making and trust. As P9 raised, trust in
the health care system has been eroded through previous mistreatment of people in research and
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technological innovation, and experiences of racism and other forms of discrimination by Western
institutions [135].

These factors highlight historical contexts that could impact how patients and their informal
caregivers perceive the introduction of Al-mediated care. Our study surfaced physicians’ concerns
that conversational voice data collected to train and interact with Al assistants, might impact their
communication with patients. Physicians mentioned experiences with patients requesting to speak
“off the record” in their consultations; thus, an important area of future work should examine,
with patients, their comfort level with ambient voice data capture to understand whether and how
information they would otherwise be forthcoming about might be withheld. This is important to
study further, because the risk of an implicit silencing of concerns in a setting meant to provide
confidential care is especially deserving of attention and safeguards, in particular because a decision
by a patient to withhold information could be invisible to their clinical caregivers.

Physicians also had concerns about the consent conversation itself consuming too much of the
visit. These concerns are consistent with prior research that when data collection and use of Al
are foregrounded in the consultation, people seeking care could be left with a sense that they are
“bearers of medical data” rather than seen holistically [5].

As we described in depth in 5.1, our use of design fiction enabled us to identify a wider range of
potential Al harms that are harder to distill through harm mitigation strategies currently emphasized
in the AI literature. Next, we discuss how the concerns we surfaced contrast with the types of
concerns and evaluative metrics that ML-driven health informatics have attended to regarding
voice-enable clinical documentation.

5.4 Reconsidering evaluation criteria for Al-assisted documentation

To consider our findings with respect to research on voice data collection to automate clinical docu-
mentation more broadly, we turn to early work in medical informatics calling for better automated
documentation practices, noting voice recognition as an example [49]. This and related work often
cites clinician burden (e.g., [124]) and more comprehensive notes [12] as motivations for voice data
collection, without acknowledging the tensions that participants in our study acknowledged (e.g.,
self-censorship (4.2.2), accuracy concerns (4.2.8)) that could burden patients and clinicians, nor the
additional work that can be introduced, negating the intended benefits of automation (4.2.6).

Other work describes improvements in provider satisfaction, documentation quality and effi-
ciency [133] or reduced time [83] when using speech recognition to support documentation and
transcription. However, these narratives prioritize efficiency and cost with limited or no critique of
the impacts of language model accuracy ( 4.2.8), patient comfort ( 4.2.2), or ethics surrounding con-
sent to allow ambient voice data capture (4.2.5) in the first place. Some research does describe ways
in which ASR-generated notes are less organized and more verbose than traditional note-taking [83],
have high error rates and are less accurate with health concepts [90]. However, future work calls
for improved accuracy in terms of word error rates without acknowledging differences between
lexical dictation accuracy and semantic intent (e.g., sarcasm), as participants mentioned in our
study ( 4.2.3).

Quiroz et al. [2019] critique the “digital scribe” in clinical settings, noting challenges, “recording
high-quality audio, converting audio to transcripts using speech recognition, inducing topic structure
from conversation data, extracting medical concepts, generating clinically meaningful summaries
of conversations, and obtaining clinical data for AI and ML algorithms.” [126]. They call for more
attention to how these scribes will impact clinician—patient communication and relationships in
health care settings. A literature review on speech-assisted documentation also highlights that
there is a focus on limited model accuracy metrics, with less research on document quality, patient
safety, usability, and the need for better types of error detection [19]). In Bossen and Pine’s [2023]
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studies of Clinical Documentation Integrity Specialists (CDIS), who review patient charts in near
real-time to improve clinicians’ documentation, specialists found that Al-generated medical coding
suggestions (part of clinical documentation) were often inaccurate, and they identified very specific
conditions to be met for effective “human—-Al collaboration” in clinical documentation, including
CDIS’ awareness of and knowledge about the (un)reliability of the Al-generated suggestions. Our
study findings related to accuracy (see 4.2.8) echo and extend these concerns.

Concerns about voice data collection could also vary cross-culturally and globally, yet Al systems
for health—developed in the Western region of the world—have a troubled history considering these
contexts [15]. Since AI performance for health-care-related tasks has been shown to generalize
poorly to populations outside of those whose data was used to train and validate the algorithms or
models [38], we expect that populations in regions with more infrastructure, human expertise, and
audio data available for training (with the storage, privacy, and security capabilities that entails)
would experience performance gains, while those without could experience further entrenchment
of limited health care access and health disparities. Thus, advancing equity-oriented evaluations of
AI/ML for clinical use cases is a vital area of future work.

5.5 Limitations and future work

Risks associated with the introduction of new technologies (and processes surrounding them)
in high-stakes domains like health are characterized by a confluence of factors that cut across
ecosystems of technology development and use [8]. We do not expect that our findings, nor the
methods we used here alone, are sufficient to account for the entirety of possible risks associated
with new forms of data collection or new types of Al technologies. First, general use of speculative
approaches do not necessarily provide a basis for ethical design. Speculative design research—
though seen as a critical methodological intervention today for its ability to challenge dominant
practices in technology—was introduced to computing research by corporate design research
initiatives to showcase more conventional technology concepts [161]. The “criticality” is not
inherent in the method itself, but in the orientation and praxis around its application. Researcher
acknowledgement of positionality and commitment to reflexivity requires us to ask: who has the
opportunity to speculate? Whose lives are we imagining? Whose challenges are we representing?
Who is excluded? [155]. Participatory approaches to speculative research can surface a diversity
of hopes and concerns for people, lest they lack equitable implementation, treat participants as a
“resource” or burden them in the research process itself without mutual benefit [125].

We found that including subject matter experts, who bring lived experience to the natural setting
and sociotechnical system in which an Al technology would be embedded, was necessary to provide
more context awareness and a wider view of potential harms, which can serve as foundations for
designing subsequent studies with patients, formal and informal caregivers, and other affected
stakeholders. As Katell et al. [2020] note, the current framing of harms of algorithmic bias suggests
solutions focused on data accuracy, when in fact deeper questions—that are highly situated—concern
whether some technologies should be developed at all. Thus, participatory design methods that
specifically enable participants’ sharing of situated knowledge is paramount to elucidating a broader
set of prospective harms.

While our study uncovered risks of voice-enabled documentation assistance that clinicians
envision, further exploration is needed to connect issues of risk with evidence of patient and
clinician harm, trust in AI decisions, and adoption of Al assistance for clinical documentation.
These efforts could begin by considering work linking perceived risk, trust, and adoption, for other
types of intelligent agents [33]. Similar studies that cover a variety of stakeholders in the health
information and Al ecosystem—from patients and their informal caregivers, to those responsible
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for working with data, to a range of clinical caregivers that participate in the patient’s care—are a
necessary complement to our work.

6 CONCLUSION

We described how we engaged clinicians in a speculative exercise in which we used elements of an
informed consent process as a design fiction, to elicit their perspectives on prospective benefits and
risks of a new form of data collection—conversational voice data—for use by a plausible, near-term
Al documentation assistant. This study adds a vital complement to the academic literature—and
larger surrounding narratives—about the expected benefits to clinicians of such technologies. Our
study surfaced both prospective benefits of collecting voice data in health consultations, along
with eight classes of risks. Risks that clinicians were concerned about included, in part, disruptions
to workflow, self-censorship that can impact care, and errors that could obstruct patient access
to care services. Some of the potential risks clinicians identified have thus far been invisible to
Al researchers and developers, and could be difficult to identify directly in the context of Al
assistant usage in practice, pointing to the importance of the use of our approach to identify risks
of potential harms of emerging Al technologies. Our work suggests new dimensions of opacity and
transparency for Al in clinical health scenarios, and ways that we can reconsider evaluation criteria
for Al-assistance for clinical tasks in light of our findings. We hope that findings from this study
encourage adoption of similar studies in other domains, as early as possible in an Al project, to
gain insights into prospective benefits and risks that can guide ethics thinking and responsiveness
to issues and concerns.
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