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ABSTRACT

Two-sided marketplaces are platforms that have customers not only
on the demand side (e.g. users), but also on the supply side (e.g. re-
tailer, artists). While traditional recommender systems focused
specifically towards increasing consumer satisfaction by providing
relevant content to consumers, two-sided marketplaces face the
problem of additionally optimizing for supplier preferences, and
visibility. Indeed, the suppliers would want a fair opportunity to
be presented to users. Blindly optimizing for consumer relevance
may have a detrimental impact on supplier fairness. Motivated by
this problem, we focus on the trade-off between objectives of con-
sumers and suppliers in the case of music streaming services, and
consider the trade-off between relevance of recommendations to
the consumer (i.e. user) and fairness of representation of suppliers
(i.e. artists) and measure their impact on consumer satisfaction.

We propose a conceptual and computational framework using
counterfactual estimation techniques to understand, and evaluate
different recommendation policies, specifically around the trade-off
between relevance and fairness, without the need for running many
costly A/B tests. We propose a number of recommendation policies
which jointly optimize relevance and fairness, thereby achieving
substantial improvement in supplier fairness without noticeable de-
cline in user satisfaction. Additionally, we consider user disposition
towards fair content, and propose a personalized recommendation
policy which takes into account consumer’s tolerance towards fair
content. Our findings could guide the design of algorithms pow-
ering two-sided marketplaces, as well as guide future research on
sophisticated algorithms for joint optimization of user relevance,
satisfaction and fairness.
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Figure 1: Exposure of artist playlists on a music app. A small number of
artists receive the highest relevance score for most users.

1 INTRODUCTION

Two-sided marketplaces act as intermediaries that help facilitate
economic interaction between two sets of agents, for example, con-
sumers and suppliers, or users and advertisers. In recent years,
online two sided marketplaces have steadily emerged as a central
point for users to accomplish their tasks in a number of different
contexts, including finding accommodation (Airbnb, Booking.com),
watching video content (YouTube, Dailymotion), ridesharing (Uber,
Didi, Lyft), online shopping (Etsy, Ebay), music (Spotify, Pandora,
Soundcloud), finding apps (Apple and Google App Store) and search-
ing for jobs (LinkedIn). Users buy products, watch movies, listen
to music, and hire services through intermediaries who connect
buyers and suppliers. The scale, convenience, and speed of such
marketplaces are enabled by recommendation systems and search
engines that use predicted relevance to match buyers to suppliers.

The attention given to suppliers as a result of predicted rele-
vance is often vastly unequal. A relatively small group of superstar
suppliers receive a large portion of attention in many marketplaces
while the majority of suppliers in the long tail receives very little.
For example, Figure 1 shows the relative exposure given to artist
playlists in a music app across the popularity spectrum.

Prior user familiarity and exposure outside the online market-
place (e.g. through advertising, word of mouth) are no doubt the
main reason for such disparities. For example, the relevance of a
Tom Cruise movie to a fan of action movies tends to be high not
only because the actor has the skill and clout to star in high quality
movies but also because of pre-existing familiarity with the actor
and movie. In this way, the predicted relevance score from standard
recommendation methods (e.g. matrix factorization, word2vec) rep-
resents both the match quality and familiarity extent between a
user and item.

In addition to pre-existing familiarity, we identify a second con-
tributing factor to this attention disparity - the recommendation
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strategies powering 2-sided marketplaces. Recommendation sys-
tems suffer from an inherent problem of "superstar economics" [21]:
rankings have a top and a tail end, not just for popularity, but also
for relevance, as is evident in Figure 1. In an attempt to maximize
user satisfaction, recommender system optimize for relevance. This
inadvertently leads to lock-in of popular and relevant suppliers,
especially for users who want to minimize the effort required to
interact with the system. A major side-effect of the superstar eco-
nomics is the impedance to suppliers on the tail-end of the spectrum,
who struggle to attract consumers, given the low exposure, and
thus, are not satisfied with the marketplace. Indeed, to continue
to attract more suppliers to the platform, two-sided marketplaces
face an interesting problem of optimizing their models for supplier
exposure, and visibility. Indeed, the suppliers (e.g. retailers, artists)
would want a fair opportunity to be presented to the users.

In this work, we aim at understanding the interplay between
relevance, fairness and satisfaction in a two sided marketplace ecosys-
tem. Specifically, we consider the trade-off between consumer rel-
evance and supplier fairness and discuss its impact on consumer
satisfaction. A system optimizing for relevance might be unfair to
unpopular suppliers, i.e., conditioned on being known to a user, a
supplier with the same user satisfaction might have a lower prob-
ability of being recommended. On the other hand, exposing all
suppliers equally might severely impact consumer satisfaction. In-
deed, evaluating such trade-offs between relevance and exposure
to different suppliers is hard, since offline estimates are usually
confounded and running large scale A/B tests is not only expensive
and time consuming, but it might severely impact user experience.

We propose to address this problem using causal inference tech-
niques, under the counterfactual evaluation framework. This ap-
proach effectively allows one to run many costly A/B tests offline
from logged data, making it possible to estimate and optimize dif-
ferent metrics quickly and inexpensively. We consider the case of
music recommendation in a streaming platform, and present re-
sults on the impact on user satisfaction when a system optimizes
for consumer relevance, versus a system optimizing for supplier
fairness. Further, we propose a number of recommendation policies
which balance the objectives of consumer relevance and supplier
fairness. Additionally, we study user-level disposition and establish
that users have varying affinity and sensitivity towards popular and
fair content. We leverage this insight and propose a personalized
method of recommendation which takes into account consumer
level disposition while recommending content. Unbiased estimation
of satisfaction metrics using the counterfactual framework enables
us to understand, devise and evaluate fairness aware recommenda-
tion strategies.

In summary, we make the following contributions:

o We identify, and formalize the importance of explicitly con-
sidering supplier fairness, and investigate the interplay be-
tween fairness, relevance in a 2-sided marketplace setting.

e We propose a conceptual and computational framework,
based on counterfactual estimation techniques which pro-
vide an unbiased estimate of metrics. We leverage the pro-
posed framework to understand how fairness and relevance
impact user satisfaction in a live music streaming platform.
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e We propose a number of recommendation policies, which
jointly optimize for supplier fairness and consumer rele-
vance.

e We propose a personalized fairness aware recommendation
strategy, which leverages user level disposition towards fair
content.

The proposed framework is not limited to a specific definition of
fairness or satisfaction, and is generic enough to enable plugging
of various definitions and constraints.

2 RELATED WORK

Fairness, Relevance & Satisfaction:
The growing ubiquity of data-driven learning models in algorithmic
decision-making has recently boosted concerns about the issues
of fairness and bias. Recent work has explored the development
of classification models with fairness-aware regularization [30],
fairness aware decision making systems [9], prediction models for
individual fairness [6], fair division of resources [2], auditing for
fairness [17] and fairness in rankings [4, 25]. While most work
on fairness so far has focused on users, and individuals, our work
focuses exclusively on supplier fairness in marketplaces.
Satisfaction can be understood as the fulfillment of a specified de-
sire or goal [13]. However, satisfaction itself is a subjective construct
and is difficult to measure. Techniques to estimate satisfaction range
from collecting explicit feedback from users [8, 10, 18], to implicit
signals of satisfaction [11, 28]. Recent work has also explored ways
of incorporating (business) constraints while optimizing metrics in
a ranking setting [24]

Marketplaces:

Research on platforms, and marketplaces have enjoyed a long his-
tory of detailed research [23, 26], with past work exploring compe-
tition [3], strategies [7] and economies [16] in such marketplaces.
The concept of multiple stakeholders in recommender systems is
also suggested in prior research [1], including a previous attempt
on considering multi-sided fairness in marketplaces [5]. There is
a substantial literature in real-time targeted advertising in which
advertisers constraints are incorporated into the decision to deliver
personalized advertising to a user (see [29] for a detailed survey).
The current work is among the first to consider the impact on user
satisfaction in an online streaming marketplace.

Counterfactual Estimation:

Off-policy evaluation, and counterfactual estimation of metrics has
recently gained a lot of attention in the research community, with
recent work focusing on counterfactual estimation of search engine
metrics [14], for evaluating slate recommendations [27]. Nedelec
et al. [20] present a detailed overview and comparison of many
different counterfactual estimators.

3 PROBLEM FORMULATION

To continuously attract suppliers to the platform, recommender
systems powering 2-sided marketplaces should not only consider
consumer relevance and satisfaction, but also take into account the
impact of their recommendations on suppliers. We motivate the
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need for explicitly considering supplier fairness while recommend-
ing content.

Data Context: We consider the specific use case of a global music
streaming platform as a 2-sided marketplace, with consumers be-
ing users who listen to music, and artists being the suppliers. The
recommendation system recommends a set of tracks (i.e. songs) to
the user, each of which could come from different artists. Different
sets have varying degree of relevance to user’s interests, and users
could be satisfied with the recommended set to varying extent.

3.1 Definitions

We define key concepts of user relevance, supplier fairness and user
satisfaction, which are used throughout the paper.

Relevance: Personalization is the ability to recommend content
and services tailored to individuals (i.e. users) based on knowledge
about their preferences and behavior. Personalized recommenda-
tions rely on making recommendations that are relevant to the user.
We operationalize the notion of relevance for the user and identify
a recommendation as relevant if it closely resembles user’s interest
profile. We train a skip-gram model [19] to learn embedding based
representation in the join space for both users and tracks, based on
historic user interactions with tracks. We then average the track
vectors to compute the representation for a set of tracks. The rele-
vance score of a set to a user is computed using cosine similarity.
The higher the relevance score, the more relevant a given set is to
a user based on their music interests.

User Satisfaction: The central idea in online marketplaces is to
keep users satisfied. In this work, we consider satisfaction from the
consumer perspective and define it as the subjective measure on
the utility of recommendations. The higher the system utility is
for the consumer, the more satisfied the consumer would be. Since
satisfaction cannot be measured at scale using explicit feedback,
recommender systems often rely on implicit feedback based on
behavioral signals, such as the number of clicks or the dwell time
(i.e., the time interacting with a recommended item). In our analysis
and experiments, satisfaction is measured as the number of tracks
the user listens to in a recommended set. Higher values indicate
greater user satisfaction.

Fairness: Recommendations suffer from an inherent problem of
"superstar economics" [21]: rankings have a top and a tail end, and
consequently more popular choices remain more popular because
they appear at the top of the ranking. This inadvertently leads to
lock-in of popular products and items, especially for users who
want to minimize access costs. A major side-effect of the superstar
economics is the impedance to suppliers on the tail-end of the spec-
trum, who struggle to attract consumers, and thus, are not satisfied
with the marketplace.

Given the prevalence of superstar economics in marketplaces,
the recommender systems powering marketplaces should surface
content from not only popular artists but also from less popular
and new artists. Doing so has major advantages for marketplaces,
including attracting new artists, among others. As recommender
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systems surface content that is increasingly more relevant to the
user, the corresponding distributions of recommended tracks &
artists tend to become narrow, leasing to extreme personalization
where recommendations skew majorly to a single or a small set
of content type. Often, this ends up in a small number of popular
artists being recommended to users, while newer or less popular
artists are not being surfaced by recommender systems. To counter
this, we introduce a notion of group fairness, which requires that
the content shown to users be spread well across the wide long-
tailed popularity spectrum, rather than focusing on a small subset
of popular artists.

We operationalize the concept of fairness for the supplier (i.e. artists),

using the popularity of the supplier. We divide the artists into dif-
ferent groups based on their position in the popularity spectrum.
Specifically, we consider the popularity distribution of all artists,
and bin the artists into ten bins of equal size. In light of group
fairness, a set of tracks is fair if it contains tracks from artists that
belong to different bins. For a set of tracks that only contains tracks
from (say) the most popular bins, the fairness estimates should be
low. To this end, we compute the group fairness measure () of a
set of tracks (s) as:

K
U(s) = 2armr | lvay cpinace 1)

where K = 10 is the number of popularity bins considered, P; is the
set of artists belonging to the popularity bin i, s is the recommended
set, and A(s) is the collection of artists in the set s, with a; being the
j-th track in the set. /(s) rewards sets that are diverse in terms of the
different artist popularity bins represented and, as per the current
definition, fair to different popularity bins of suppliers. Given the
nature of the function, there is more benefit to selecting an artist
from a popularity bin not yet having one of its artist already chosen.
As soon as an artist is selected from a bin, other artists from the
same bin start having diminishing gain owing to the square root
function (e.g. V2+V1 > \/§+\/6).

There have been numerous attempts to define fairness [25, 30],
and it is unlikely that there will be a universal definition that is
appropriate across all applications. We contend that our definition
of group fairness is one of the many different possible fairness
definitions, and the framework presented in this work is amenable
to other interpretations and definitions of fairness.

3.2 Contextual Bandit Formulation

Traditional approaches to recommendations (e.g. collaborative fil-
tering) fail at handling uncertainty of relevance of items, and are
incompetent at handling new information (new users, new items).
Contextual bandits have recently emerged as a viable alternative
[15, 31]. We formalize the recommendation problem as a combina-
torial contextual bandit problem, wherein the recommender system
powering the 2-sided marketplace repeatedly interacts with con-
sumers as follows:

(1) the system observes a context x ~ D(x) over some space X;
(2) based on the context, the system chooses an action a € A,
from the space of possible actions (i.e. sets to recommend);
(3) given the context and the action, a reward r € [0, 1] is drawn
from the distribution D(r|x,s), with rewards in different
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Figure 2: Interplay between relevance scores and fairness scores of sets (playlists). Left: The distribution of normalized relevance scores vs normalized fairness
estimates for all recommended sets. We observe that very few sets have higher relevance and high fairness. Right: The distribution of fairness estimates for all
recommended sets, compared with the fairness estimates for relevant sets. The relevant sets have lower fairness scores compared with the general fairness scores

for all sets.

rounds being independent, conditioned on contexts and ac-
tions.

While the context space X can be infinite, composed of informa-
tion the system has about user’s interests, item features and other
features like time, location, the action space is finite. Each action
is composed of selecting a set to recommend to the user. In our
specific case of music streaming, we assume a set based recommen-
dation strategy with the user presented with a playlist, which is a
collection of tracks, with each track coming from a specific supplier
(i.e. artist). We denote a playlist as s, with S representing the entire
collection of playlists. Each action corresponds to deciding and
recommending a particular playlist to the user at each round.

We interchangeably use the term user to denote the user in the
marketplace, unless otherwise specified, while the suppliers in the
marketplace are referred to as artists. We denote the user as u, with
U representing the set of all users. Information about both u and
s goes into defining the context x for each round. Further, larger
values of reward r indicate higher user satisfaction, while smaller
values indicate dissatisfaction. The goal of the recommender system
powering the marketplace is to maximize the reward.

3.3 Optimizing for User Relevance

To better understand the need for considering relevance and fairness
of sets (i.e. playlist), we begin by providing a descriptive summary
of their scores on a random collection of playlists. Figure 2 (left)
presents the scatterplot on the normalized relevance and fairness
scores for a random sample of candidate sets to recommend. Scores
are normalized using the standard deviation. We observe that very
few sets have both high relevance and high fairness, and that most
of the highly relevant sets score low in fairness, and most of highly
fair sets have low relevance scores. This hints at the fact that a
recommender system optimizing for user relevance would not by
default result in recommending sets with high fairness estimates.
We conjecture that optimizing for relevance, without explicitly
considering fairness, has an adverse impact on supplier fairness.
To demonstrate this, we analyze the difference between (i) average
fairness in the entire collection of sets, and (ii) average fairness of
recommended sets when a system optimizes only for relevance. We
consider only the top most relevant sets for each user and analyze
how their fairness compares with the fairness estimates of the

overall general collection of sets. Figure 2 (right) compares how the
mean fairness estimate compares across all sets, with the average
fairness estimate when only highly relevant sets are considered. We
observe a substantial statistically significant difference in the means
of the fairness estimates; the mean of fairness for all sets is almost
twice as high as the mean of fairness when only the top relevant sets
were considered for users. Further, the entire distribution is shifted
towards left when we consider only relevant sets, which indicate a
decline in overall fairness measures. This analysis highlights the
fact that optimizing for user relevance has a detrimental effect on
fairness, and motivates the need for jointly considering relevance
and fairness when recommending sets.

To this end, we present a number of ways of incorporating fair-
ness estimates into account while recommending content in a 2-
sided marketplace, each of which would impact user satisfaction in
a different way. In Sections 4 & 5, we present some recommenda-
tion policies, whereas Section 6 presents a counterfactual way to
estimate impact on user satisfaction.

4 TRADE-OFF BETWEEN RELEVANCE &
FAIRNESS

To balance the requirements of both consumers and suppliers in a
2-sided marketplace, recommender systems need to strike a balance
in terms of the relevance of recommended content to its consumers,
and their fairness in terms of opportunity of surfacing different
suppliers. In this section, we present a number of recommendation
policies wherein the system could trade-off relevance and fairness.
We begin by considering only relevance, and only fairness as the
optimizing criterion, and then present few interleaved policies.

4.1 Optimizing Relevance

The first policy we investigate considers only the relevance of a set
for a given user. Given a collection of sets (S), and a given user u,
we leverage the embedding based representation learnt for both
the user, and each set (s) (as described in Section 3.1) and select the
most relevant set to recommend which maximizes the following:

5) = argmaxes Plu,s) )
It is well known that recommending relevant content has a posi-
tive impact on user satisfaction [28]; so we expect to achieve higher
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user satisfaction estimates for this policy. Further, given the prelim-
inary analysis (Section 3.3), we expect lower fairness estimates for
the content recommended using this policy.

4.2 Optimizing Fairness

While optimizing for relevance of recommended content to cus-
tomers can be expected to have a positive impact on customer
satisfaction, its important for 2-sided marketplaces to explicitly
consider fairness towards different suppliers. The second policy we
investigates aims at recommending content which is equally fair
towards suppliers. For a given user (1), we compute the fairness
estimate for each set (s € S), and recommend the set with the max-
imum fairness estimate. Specifically: Recommend only based on
playlist fairness

sy = argmaxses, Y(s) ®)

where ¥/(s) is the fairness estimation function described in Section
3.1, and S, is the collection of all sets pertinent to the user u. While
we anticipate a relatively lower relevance score for the content
recommended under this policy, the impact on user satisfaction is
hitherto unknown and is discussed in detail in Section 7.

4.3 Combining Relevance & Fairness

We depart from solely optimizing for relevance or fairness, and
present the first interpolated policy, which jointly considers a set’s
relevance to the user, and its fairness value. For a given user and
set, we compute a combined score by a weighted combination of
its relevance and fairness estimates, with the parameter f € [0, 1]
deciding on the importance given to each. Specifically:

sy = argmaxses, (1= P) ¢(u.s) + py(s)) ©

Varying f from 0 to 1, increases the importance given to relevance
of the set to the user, with f = 0 defaulting to the fairness-only
policy, and = 1 defaulting to the relevance only policy. This policy
allows us to understand the interplay between fairness and rele-
vance in finer details, and understand how different differentially
weighting fairness and relevance impact satisfaction. We call this
the Interpolation policy.

4.4 Probabilistic Policy

When combining relevance and fairness, the above policy deter-
ministically combines the estimates via a weighted combination.
An alternative is to consider a probabilistic approach of recommen-
dation (probPolicy), wherein the weighting factor (f) deciding on
whether to recommend content based on fairness or on relevance.
Specifically:

ifp<p

argmaxses ¢(u,s) otherwise

[ v

where p € [0, 1] is a randomly generated number, and § € [0, 1]
controls the probabilistic focus on relevance and fairness. Lower
values of §§ favor fair sets being recommended and higher values of
B favor recommendation of more relevant sets.
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4.5 Guaranteed Relevance

Often, system designers are wary of negatively impacting user
satisfaction, and hence prefer showing relevant content, and conse-
quently avoid risky variants which might harm user satisfaction.
To address this concern, we develop a policy which guarantees a
certain minimum amount of relevance, following which the model
has the freedom to show content based on any criterion, including
fairness. Specifically,

s, = argmaxses, Y(s) ©)

s.t. P(s,u) > f

where the constraint ¢(s,u) > f ensures that the minimum rele-
vance of the recommended content is . The value of § guarantees
the level of relevance of the recommended content, and the pol-
icy selects the set that maximizes fairness from among the set of
relevant content. It is important to note that this policy is differ-
ent to the combination and probabilistic policies presented above,
since when combining relevance and fairness, even with § = 0.8,
the model gives 0.8 weight to the relevance score, and the result-
ing recommended set might have a relevance value less than 0.8.
The current guaranteed relevance policy overcomes such cases, by
ensuring a minimum value of relevance.

While the policies considered so far consider user’s interest fea-
tures while computing relevance, they ignore user level attributes
towards fairness. We next propose a personalized policy which
considers the extent to which any given user is tolerant to content
which is fair towards suppliers.

5 ADAPTIVE POLICY

We conjecture that users have varying extent of sensitivity towards
fair content, with some users only interested in a particular group
of suppliers, while others being more flexible around the distribu-
tion of suppliers exposed in the recommended content. Such user
level disposition towards fairness motivates the need to develop a
user-affinity aware recommendation policy which computes user’s
affinity towards different types of content (especially fair sets), and
adaptively leverages such user-level affinity to recommend content.
We next describe the computation of user level affinity (Section 5.1)
and present the affinity aware recommender policy (Section 5.2).

5.1 User Fairness Affinity

To compute user’s propensity to like fair content, we leverage
historic interaction logs to compute how users behave differently
to relevant and fair recommended sets. For each user, for the scope
of this section, we assume access to their satisfaction metrics, and
compute the difference in user satisfaction when recommended
relevant content, versus when recommended fair content. More
specifically, we compute fairness affinity as:

1

1
&y = mz¢(u,s)>a1 s(u,s) — m2¢(us5)>a2 g(us)
(6)

where N -4, represents the number of sets which satisfy the ap-
propriate constraint ¢(u,s) > a;. We consider the difference in
historic user satisfaction with relevant content (X4, 5)>a, 51, 5)),
and fair content respectively ( 2y, s)>a, §(u,$)) With a1 and a3
deciding the specific relevance and fairness thresholds. A lower
value of &, indicates that the user is not very tolerant towards



CIKM ’18, October 22-26, 2018, Torino, Italy

fairness content, with a large dip in satisfaction being observed
when moving towards fair recommendations instead of relevant
recommendations. Similarly, higher values of &, indicate that the
user satisfaction does not change with relevant and fair content,
and that the user is more tolerant towards fair content. We next
present a recommendation policy which leverages the user affinity
towards fair content.

5.2 Affinity aware Recommender

Given each user’s affinity towards fair content, we propose an
adaptive policy for recommending sets, which recommends only
relevant sets to users who have a low affinity score, and fair content
to users who have a high affinity score. While there are multiple
ways of implementing this adaptive policy, we consider two for-
mulations. First, we begin by a simple extreme case formulation
wherein we optimize for relevance for users with negative affinity
scores, and optimize for fairness for users with a positive score.
Specifically, we define Adaptive - I as:

N argmaxses, Y(s) if& >=0
S =
argmaxses ¢(u,s) if &, <0

Additionally, we consider an adaptive variant of the interpolation
policy, which goes beyond positive/negative bifurcation of affinity
scores, and uses its exact estimate to select the recommended set.
To this end, we normalize the user affinity scores across all users
using the standard deviation of its distribution, and re-weight the
score of each candidate set treating the normalized affinity score as
a weighting parameter. Specifically, we define Adaptive - II as:

sy = argmaxses, (1= &) d(u,s) + & Y/(s) )

~ Su—pg,
gu:—u 3
O.,EM

with &, denoting the standard deviation normalized value of the
user affinity estimate.

While the above mentioned policies allow us to trade-off rele-
vance of a set to a customer and fairness of a set towards different
suppliers, the goal of this paper is to investigate their impact on user
satisfaction. While relevance and fairness are easier to compute
offline, their impact on user satisfaction is indeed hard to measure
since most metrics that estimate satisfaction depend on user feed-
back, and are hard to estimate offline. The next section outlines a
counterfactual estimation approach to compute user satisfaction
metrics.

6 UNBIASED ESTIMATION OF USER
SATISFACTION

Estimating user satisfaction is a non-trivial problem, with most so-
lutions based on running a controlled experiment (i.e. an A/B test).
However, these experiments usually require non-trivial engineering
resources and are time-consuming. Furthermore, they impact live
users, and can have a detrimental effect on user retention and expe-
rience. To this end, we advocate the use of counterfactual estimation
techniques for unbiased offline evaluation of user satisfaction in
recommendation setting. Compared to A/B tests, offline evaluation
allows multiple models to be evaluated on the same log, without the
need to be run online. Effectively, this technique makes it possible to
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run many A/B tests simultaneously, leading to substantial increase
in experimentation agility. Indeed, trying various recommendation
policies around trading-off relevance to achieve higher fairness can
have a negative impact on user experience, and thus, the ability to
make offline estimates of user satisfaction is strongly desired. To
the best of our knowledge, this work is among the first to advocate
the use of counterfactual techniques as a subroutine for evaluation
of trade-off policies in recommendation settings.

6.1 Unbiased Estimator

Most satisfaction metrics are computed from user feedback, which
in case of contextual bandits is embodied as the reward signals
observed. An important observation in contextual bandits is that,
only rewards of chosen actions are observed. For offline policy
evaluation, such partial observability raises a related difficulty. Data
in a contextual bandit is often in the form of (x, a, r;), where a is
the action chosen for context x when collecting the data, and r, is
the corresponding reward. If this data is used to evaluate a policy
7, which chooses a different action 7(x) # a, then we simply do
not have the reward signal to evaluate the policy in that context.
In this section, the recommender system is modeled as a sto-
chastic policy 7 that specifies a conditional distribution 7 (alx)
(a deterministic policy is a special case). The value of a policy ,
denoted V(r), is defined as the expected reward when following 7:

V(r) =Ex-p Ea~ﬂ(, |x) Er~D(. |x, a) [r] 8)

To compute user satisfaction metrics, we rely on off-policy eval-
uation under the contextual bandit setting described above. Off-
policy evaluation enables estimation of the value of a new policy 7,
called the target policy, using the logged data. For the logged data,
we rely on collecting randomized data which has been shown to
be crucial for drawing valid causal conclusions [22]. To collect the
randomized data, for each user interaction, we observe the context
x ~ D(x), and a random action a € A is drawn according to a
uniform distribution over the action space, and the corresponding
reward r, and probability mass p, are logged. The probabilities
pa are usually called propensity scores and the data thus collected
exploration data, owing to the exploration of all actions with a non-
zero probability. This process helps us in collecting a dataset of the
form (x, a,rq, pa)-

Using the exploration data, we rely on the inverse propensity
score (IPS) estimator [12], which is provably unbiased. The IPS
estimator re-weights the exploration data according to ratios of
action probabilities under the target and exploration policy. The
target policies are the different recommendation policies proposed
in Sections 4 & 5. To evaluate a target policy (say 7) using the
logged exploration data, we define the IPS estimator is as follows:

ra l(n(x) = a

Pa ©)

Voffline(”) = zv(x,a,ra,pa)

where 1(7(x) = a) is the set indicator function which evaluates to
1 if the action selected by the target policy matches the exploration
data collection policy, else it evaluates to 0.
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The key observation of the estimator is that, for any context x,
if one chooses action a randomly according to the uniform distri-
bution, then the user satisfaction metric can be computed as:

re L(n(x) = a}

e (10)

r”(x) = Ea

With this equality, one can show the unbiasedness of the offline
estimator [15]:

E [Vofﬂmew)] = V(n) (11)

for any 7 provided that every p, is non-zero. In other words, as
long as we can randomize action selection, we can construct an
unbiased estimate for any policy without even running it on users.
This benefit is highly desirable, since the offline evaluator allows
one to simulate many A/B tests in a fast and inexpensive way, and
compute user satisfaction estimates.

6.2 Verification of Randomized Data &
Propensity Scores

An important prerequisite for the unbiasedness guarantee of the
IPS estimator is that the propensities scores are all non-zero, i.e.
pa > 0 Va. We employ a uniform distribution over the action space;
thus, for each user, we select a set to recommend in uniformly
random fashion from among the pool of sets pre-selected for the
user. Thus, p,; = KLu’ where K, is the number of sets in the pool
for the user u.
To verify the propensity scores, we perform two simple tests:

(1) Arithmetic Mean Test: we compare the number of times a
particular action a € A appears in the data to the expected
number of occurrences conditioned on the logged propensity
scores. We noticed that the gap is not significant, which
indicates no errors in the randomized data collection process.

(2) Harmonic Mean Test: Following insights from Li et al. [14],
we confirm the following equality:

l(a=a* 1(a # a*

Ea + =2
Pa* 1-pa-

We compared the mean of the above random variable from
the data, and verified its closeness to the expected value, 2.

The above checks confirm sanity of the random exploration data
we collected, which enables us to trust the unbiasedness of the user
satisfaction estimates.

7 EMPIRICAL EVALUATION

We present detailed results on how relevance and fairness impact
user satisfaction.

7.1 Dataset

We use logged feedback data and live production traffic from an
online music streaming service to evaluate different recommen-
dation policies. The exploration data gathering AB test was run
for 2 weeks period in November 2017, wherein we collected data
for a random collection of over 400K users, their interactions with
over 5000 sets (playlists). In total, the dataset comprised of tracks
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Recommendation Policy | User Satisfaction Estimate
Only Fairness 0.420
Only Relevance 0.650
Adaptive -1 0.709
Adaptive - II 0.729

Table 1: User satisfaction estimates for a subset of recommendation policies
considered.

from a total of over 49K artists, which gives us a good mix of both
consumers (users) and suppliers (artists).

7.2 Comparing Different Trade-off Policies

We begin by considering the first two recommendation policies:
Optimizing Relevant, and optimizing Fairness, and present user
satisfaction estimates for the two policies in Table 1. The results
confirm our initial hypothesis: recommending relevant content has
a positive impact on customer satisfaction, while recommending
fair content harms user satisfaction. We observe that a relative
decline of 35% in satisfaction on moving from a focus on relevance
to a focus on fairness. These initial results further motivate the
need for interpolating between relevance and fairness.

We next evaluate the interpolated Fairness and Relevance policy
presented in Section 4.3. We vary the f parameter from 0 to 1, to
differentially weight relevance and fairness estimates for each set
and present the impact on user satisfaction for all such interpolated
cases in Figure 3 (left). We observe a gradual improvement in user
satisfaction metric when we move from f# = 0 to = 1, with the
lowest user satisfaction estimate of 0.420 on the most fair policy,
which increases by ~ 10% to 0.46 for a policy which equally weights
relevance and fairness when computing the final score for each
recommended set. Further, we observe a sharp increase in user
satisfaction when we increase the importance given to relevance
to 0.7 and beyond. A net gain in user satisfaction of ~ 40% is
observe over the most fair policy with f§ = 0.7. Finally, we do
not observe significant improvements in user satisfaction beyond
B = 0.8, which suggests that recommender systems could easily
give 20% importance to fairness of sets without severe impact on
user satisfaction.

We observe a similar incremental trend and range of user satis-
faction estimates for the probabilistic policy of recommendation
presented in Section 4.4. The probabilistic policy makes a prob-
abilistic choice based on the value of the  parameter to either
recommend a set based on its fairness score or relevance score. As
shown in Figure 3 (middle), we observe a linear increase in satisfac-
tion as we enable the algorithm to pick the most relevant set to be
recommended. Different from the interpolated policy, we observe a
slightly lower estimate of user satisfaction for the probabilistic pol-
icy, which is expected since the interpolated policy values relevance
in a deterministic manner, while in this policy, even for higher val-
ues of f, (say) 0.9, the system may decide to show fair content in 10%
of cases, which would bring down the user satisfaction estimate.

7.3 Guaranteeing Relevance

Having guarantees on the relevance of recommended sets to users
is often desirable for system designers as it ensures that user ex-
perience is not substantially degraded. To this end, the recommen-
dation policy proposed in Section 4.5 optimizes for fairness with
guarantees on relevance. Figure 3 (right) presents user satisfaction
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Figure 3: satisfaction estimates for the Interpolated recommendation policy (left), probabilistic policy (middle) and guaranteed relevance policy (right). As we
weight relevance more importantly than fairness, we observe a consistent increase in user satisfaction.

B Interpolation | Guaranteed | probPolicy
0.1 1 1 1
0.2 0.99 1 0.97
0.3 0.99 0.75 0.94
0.4 0.98 0.69 0.89
0.5 0.96 0.62 0.83
0.6 0.82 0.55 0.76
0.7 0.56 0.48 0.69
0.8 0.43 0.41 0.60
0.9 0.35 0.36 0.51
1 0.30 0.31 041

Table 2: Impact on Fairness estimates for different policies.

estimates for varying levels of relevance guarantees. We observe
a strictly linear trend with user satisfaction increasing from 0.36
to 0.84 as we vary f from 0 to 1 with step sizes of 0.1. Indeed, as
we guarantee more relevance the satisfaction increases. We addi-
tionally observe that the absolute satisfaction values for this policy
are higher than the estimates reported for other policies, with the
maximum satisfaction peaking at 0.84 versus a maximum peak of
0.6 and 0.64 for the interpolated and probabilistic policies.

7.4 Impact of User Affinity

The policies evaluated so far have ignored user level traits, specif-
ically user’s affinity towards fair content. Affinity aware recom-
mendation policy proposed in Section 5 considers user’s tolerance
towards fair content, and adaptively recommends fair content to
users who have a positive affinity towards fair content, and only
recommends relevant content to users who do not prefer fair con-
tent. Table 1 presents the user satisfaction estimates for the two
adaptive recommendation policies. We observe that the adaptive
policies perform better than the best performing case in both in-
terpolated policy and probabilistic policy, with 9% and 12% gains
in user satisfaction. This suggests that users who have a higher
affinity towards fair content, indeed have higher satisfaction when
presented with fair content. Among the two variants of the adaptive
policies proposed, we observe that the normalized affinity score
based policy performs better than the simple extreme case policy.
These results highlight that personalizing the recommendation pol-
icy and adapting based on user level affinity is better than globally
balancing relevance and fairness.

7.5 Impact on Fairness

The results so far have considered how trading-off relevance and
fairness impact user satisfaction. In this section, we explicitly focus

on the potential loss of fairness estimates observed in different
recommendation policies. Table 2 presents the average fairness of
the recommended sets under different recommendation policies
and varying f values, which trade-off relevance and fairness. For
all the three trade-off policies, we observe a high fairness value
for f = 0 and f = 1 value. There is a stack dip in fairness values
in average fairness of recommended sets in guaranteed relevance
based recommendation policy, with the mean fairness value falling
to 0.75 and 0.55 with § = 0.3 and § = 0.5, respectively. On the
other hand, the other two policies have a relatively higher mean
fairness even for = 0.5. This suggests that for interpolated and
probabilistic policy, giving equal weight to fairness and relevance
estimates does not negatively impacts mean fairness estimates to
large extent, with the mean fairness estimates being 0.96 and 0.83
for the interpolated and probabilistic policy respectively.

Overall, the mean fairness value remains relatively higher for
the probabilistic policy, than other policies, which suggests the
use of probabilistic policy for recommendation in cases where the
marketplace designers do not want to severely impact fairness while
keeping relevance higher.

7.6 Cost vs. Benefit Analysis

Given the trade-off between relevance and fairness and their impact
on user satisfaction in the results presented so far, we take a holistic
look at the cost-benefit offered by the different recommendation
policies. Table 3 presents a detailed analysis of the percentage gain
in fairness, relevance and satisfaction observed for the different
policies. To compute the percentage loss in fairness for any policy,
we compare the mean fairness of the sets recommended by that
policy, and compute how much it differs from the best achievable
fairness estimate, i.e., we compute its percentage different with
the fairness obtained for the Optimizing Fairness policy (Section
4.1). Analogously, to obtain the loss in relevance for a policy, we
compute how much the mean relevance of the recommended sets
differs from the best possible relevance (i.e. mean relevance estimate
obtained for the Optimizing Relevance policy (Section 4.2). Finally,
we compute the gain in satisfaction by computing the difference
with respect to the satisfaction score obtained in the Optimizing
Relevance policy (Section 4.2).

The results presented in Table 3 enable us to select cases wherein
the loss observed in fairness and relevance is minimized while max-
imizing the gains in satisfaction. While the interpolated policy suf-
fers from low loss in relevance and satisfaction, it severely impacts
fairness with losses ranging from 42 to 64%. For the probabilistic
policy, we observe balancing fairness and relevance with § = 0.7
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Recommendation Policy | f | % Loss in Fairness | % Loss in Relevance | % Gain in Satisfaction
Only Fairness N/A 0 57.7 -35.3
Only Relevant N/A 69.1 0 0
Interpolated 0.5 3.32 48.7 -32.2
0.7 42.7 9.8 -10.2
0.9 64.7 0.06 -1.1
. 0.5 16.3 44.8 -29.0
probPolicy 0.7 30.8 327 -20.6
0.9 48.2 17.6 -11.1
0.5 37.7 19.6 -14.2
GuaranteedR 07 517 78 44
0.9 63.9 0.59 22.1
Adaptive - I N/A 17 20.2 9.0
Adaptive - I N/A 15 21.2 12.1

Table 3: Comparing loss in fairness & relevance, with gains in satisfaction for different recommendation policies.

gives the best balance with 30% and 32% losses in fairness and rele-
vance, with a 20% loss in satisfaction. Guaranteed relevance policy,
on the other hand, witnesses a positive gain in user satisfaction,
while suffering from significant losses in fairness estimates.

Adapting to user’s affinity towards fair content gives us the best
trade-off between fairness and relevance without negatively im-
pacting satisfaction. We observe substantially low losses in fairness
(15% - 17%), while positively impacting user satisfaction, with gains
of 9-21% in satisfaction estimates.

Overall, our findings indicate that while recommending content
based on relevance has higher satisfaction, it suffers from nega-
tively impacting fairness. Adaptive policies provide the best middle
ground without severely impacting relevance, and positively im-
pacting fairness and satisfaction.

8 CONCLUSION

We present a computational framework to understand the inter-
play between consumer relevance, supplier fairness and present a
counterfactual estimation framework to estimate their impact on
consumer satisfaction. We propose a number of policies to jointly
optimize for fairness and relevance. We conjecture that appropriate
definitions of fairness, and satisfaction in different marketplaces
would enable system designers to better understand the interplay
between the different factors. In future, we intend to consider vari-
ance controlled offline estimators and conduct A/B tests to validate
our findings. We also envision future research towards developing
and evaluating sophisticated recommendation techniques for joint
optimization of fairness, relevance and satisfaction.
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