Integrating and Ranking Aggregated
Content on the Web

Jaime Arguello! Fernando DiazZ Milad Shokouhi?
LUNC Chapel Hill 2Yahoo! Labs 3Microsoft Research

May 3, 2012

1/169



Outline

Introduction

History of Content Aggregation
Problem Definition

Sources of Evidence

Modeling

Evaluation

Special Topics in Aggregation

Future Directions

2/169



Introduction
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Problem Definition

“Aggregating content from different sources.”

In aggregated search, content is retrieved from verticals in
response to queries.
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Examples: Aggregated Search

GO ( ,gle federer “

Search
Everything Roger Federer
Images Current tournament: Sony Ericsson Open (Men's Singles)
3 B R Federer 6 6 4 3rd Round
Maps 31 A. Roddick 716 War 27, Completed
Videos 3 @ R.Federer 6 77 2nd Round
B R Harmison 26 War 24, Completed
News
All times are United Kingdom Time
Shopping
News for federer
Mare

- %e for Friday- Rafael Nadal out of Miami: Roger Federer closes on No 2

Cambridge, UK
Change location

Sl.com - 1 day aga
With Nadal unable to defend his finalist points in Miami, he'l head into the
clay season with a 900-point lead on Roger Federer. That's a comfortable

lead, ...

The b Recognizing and Admiring Roger Federer
Pages fom the UK o)

10sBalls - 21 hours ago
Any time Roger Federer swept aside by Andy Roddick at Key Biscayne
Past hour [
Past 24 hours The Guardian - 5 days ago
Past 2 days
Past week Roger Federer - Wikipedia, the free encyclopedia @
Past month en.wikipedia.org/wiki/Roger_Federer
Past year Rager Federer (bom 8 August 1981) is a Swiss professianal tennis player who held the
Custom range . ATP No. 1 position for a record 237 cansecutive weeks from 2 February ...
More search tools . Nikhil Dandekar shared this on Blogger - 14 Jun 2005
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Examples: Personalized Search

Web Images Groups [News Froogle Desktop more »
GO@ le Ingwynrk Search Desktop Deskiop Preferences

Remove items
Desktop®="EE14

Desktop: All- 39 emails - 0 files - 1 chat - 130 web history 1-10 of about 170 (0.01s)
Sort by relevance Sorted by date
4 Architecture of New York City - Great Buildings Online
Architecture of New York City -Great Buildings Online Architecture of New York City
Wisit the Home Design Store for great values! DesignWorkshop Classic -HomePAK
greatbuildings.com/places/new_york_city - 1 cached - 1:15pm

< gBay - New York Yankees, Fan Apparel Souvenirs, Cards. a..
New York Yankees, Fan Apparel Souvenirs, Cards, and Autographs-Original items at
low prices home |pay [register [register [sign in [sign infout [senices |site map
buy_ebay com/new-york-yankees - 1 cached - 1:14pm

& Guggenheim Museum - New York
Guggenheim Museum -New York
www_guggenheim org/new_york_index shtml - 1 cached - 1:14pm

P BASEBALL LINKS COM - John Skilton's Baseball Links
10-13 BASEBALL ROUNDUP Larkin's Career With Reds Is Over After 19 New York
Times 2004-10-12 BASEBALL PLAYOFFS San Francisco Chronicle 2004-10-12
www.baseball-links.com/ - 1 cached - 1:13pm

& The New York Times > Breaking News, World News & Multi..
The New York Times =Breaking News, World News Multimedia UPDATED THURSDAY,
QCTOBER 14, 2004 4:12 PM ET |Personalize
www._nytimes.com/ - 1 cached - 1:13pm
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Examples: Metasearch

Images White Pages

Integrating and Ranking Aggregated Content Go Fetch!

Advanced Search  Preferences

Web Search Results for "Integrating and Ranking Aggregated ..." (About Resutts)

Robust rank aggregation for gene list integration and meta-analysis

bioinformatics. oxfordjournals_org/...nt/28/4/573 full - Found exclusively on: Google

Jan 12, 2012 ... Thus, the rank aggregation methods can become a useful and general solution for
the integration task. Results: Standard rank aggregation ...

Integrating Content. Pedagogy, and Reflective Practice: Innovative ...
www.westga.edu/...ncefojdla/fall113/hovermill113.html » Found exclusively on: Yahoo! Search
Integrating Content, Pedagogy. and Reflective Practice ... Respondents’ comments were
aggregated by theme ... Course evaluation ratings have also shown a high ...

How to Integrate Social Media and Branded Content | Digital Tonto
www _digitaltonto.com/_._nded-contentand-social-media/ * Found on: vahoo! Search, Bing

Ranking user content as part of a branded content ___ more powerful when the site is aggregated
with other content ___ going to think more seriously about integrating .

Robust Rank Aggregation for gene list integration and meta-analysis
bioinformatics_oxfordjournals_org/..r709_short?rss=1 + Found exclusively on: Google

Jan 12, 2012 __ Abstract. Motivation: The continued progress in developing technological platforms,
availability of many published experimental data sets,

Tutorials | www2012

www2012 wwweonference org/programitutorials » Found exclusively on: Bing

Integrating and Ranking Aggregated Content on the Web (Fermando Diaz, Jaime Arguello and
Milad Shokouhi) Tuesday April 17th — afternoon. The Web of Things (Carolina __.

Tutorial abstracts | www2012

wiww2012 wwweonference.org/....ials/tutorial-abstracts/ + Found exclusively on: Google

Integrating and Ranking Aggregated Content on the Web. In this tutorial, we will present the core
problems associated with content aggregation, which include: __.
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Examples: Content Aggregation

Q 124 Shokouh [5) Update Status (@) Add Photo / Video 3 Ask Question
Hilad Shokouhi
soRT -
FAVORITES Neema Moraveji
[ News Feed Science of Consciousness conference at Univ Arizona, interesting. Scalmingtech
1) Messages tp:t.cofuher gDk
[ events W Like - Comment - @moravej on Twitter @
Aps o
& the cusrdian Chetan Nandakumar neema, are you gong?
41 minutes ago - Like
Apps and Games L
P Socl Reader @] neema Moraveidoubtful -my friend mkey is going, | c2n intro
S vou. i am teaching this quarter.

Talent.me 40 minutes ago via mobie - Lke
croups wirite a comment
[ RvIT SEG
@ v 211
& veRe socal Francesco lidito
= Kyriakos Karenos kes this : -

e series

& Create Group... v House 0f Pain - Top 0’ The Mornin' To Ya @
. 1.youtube. com @

Someone asked why there s o House Of Pain -Top O'
[ Close Friends “The Mornin' To Ya song. Wel, there is now. Atsiprasau
@ Famiy a Resa. :D Lyrics : Ya see, Tmfish, but Tm .

o
& ons — Lke * Comment - Share
& meosot 204
RMIT Universi 204
& v Nick In t Ve : .
[@& RMIT University 20+
2 lrarians a0t >/ I Never Told You - Spotiy Exclusive Session oo Calat
3 Umited rofie — > Fearless - Spoty Exclusve Session Cole Clat

. Falln' For You - Spotify Exdusive Session Colbie Callat

@ Lice - Comment * Share

5 Nikhil Dandekar
The and th Fundata

erunching.

| N BT
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Examples: Content Aggregation

0 liske v:your homepage Web I

YAHOO_’@ ‘ | ‘ Search

! HOME YAHOO! HI, MILAT
UK

Sun, Apr 1,2012

AL
Sign Out No new email
YAHOO! SITES ¢
Wail

[ Finance ©ow )
o] Fiickr

3 Horoscopes

(B shopping

TRENDING NOW

01 Khioe Kardashian 06 Bald Barbie
02 Reese Witherspoon 07 Julia Roberts
03 Keith Olbermann fired 08 Katy Perry
04 Trayvon Martin 09 Is sugar toxic

05 George Zimmerman 10 April Fools' Day

¥ ‘.\."“

Movies . ’ " " o
Bad news for young sensation Jeremy Lin
Erews The New York Knicks player who inspired |+ Kobe siruggles, stars
Sports legions of new NBA fans could be done for the - Wizards snap bad streak
year. Vihat happened » + Play Fantasy Bascbal
[ weather (51°F)
Hore v Stes —— o ) e
tar's two Hiring returns. for Interest in Most beautiful oW
FAVORITES % fdicuous dunks.  US. grads  drones surges  sprig drves.
(@) eHow <luls The roar of
the crowd
== BBC Sport #| March Madness 2012
BC UK News Fitting NCAA hoops finale
Iy approprite that Kentucky's John Caliparigets anther shot at Register Now - Ad Feadback
@ eBay e tile agaist Kansas' Bl Seif. More»
- Kentucky fans riot after Final Four win
Facebook Complete coverage | Get NCAAgear | ACM AWARDS - SONG OF THE YEAR NOMINEE S
Branspontor. | o
+ Mixed signals from China's factories in March
- Buffett delivers news and a tune at Omaha press club show
ADVERTISEMENT

- State unemplayment report shows widespread improvement
- China publishes draft rules to improve IPO mechanism
¥ show Wore Finance
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Examples: Content Aggregation

Google o -

News US.edition +  Modern v
Top Stories Top Stories »
Mitt Romney Santorum and Gingrich insist they will stay in until a candidate reaches that .. [

Maria Sharapova
New York Mets

WASHINGTON (CNN) ~ Consistently defiantrivls are doing it to hamper Mitt Romney's momentum ahead of nominating

Tsunami contests on Tuesday in what is shaping up to be more of a general election fight between the former Massachusetts
NASA governor and ...
Syiia Santorum Battles Perceptions That Race Is Over wal s @ Related
Joe Biden Romney Works to Win Wisconsin, While Laoking to November Mitt Romney »
Rick Santorum »
Toronto Blue Jays From Wisconsin: Wisconsin GOP Primary Tests Party's 2012 Momentum a Newt Gingrich »
Rafael Nadal Opinion: Santorum tough as steel - and he's all heart Wiwaukee Journal el
Osama bin Laden See all 1,632 sources »
England, UK
Sciech W s
World 4 N
Business ° -
At hean of Trayvon Martin death, a one-minute mystery
Health .
In afast-paced world of 24-hour cable news and non-stop social media, what happened the night of Feb. 26 when 17-year-old
rayvon Martin was shot by George Zimmerman, a 25-year-old neighborhood watch volunteer, has become both common
Sports Trayvon M hot by George Zi 28-year-old neighborhood watch vol has b both
knawledge and a
Elections
ot Burma elections: NLD supporters descend on streets of Rangoon to celebrate
echnology [
Science Thousands of supporters of Burma's democracy icon Aung San Suu Kyi taok to the streets of Rangoon on Sunday night to
celebrate what it claimed was her National League for Democracy's biggest ever election victory.
Spotlight

Novak Djokovic wins Key Biscayne

NJ AP KEY BISCAYNE, Fla. — Top-ranked Novak Djokovic won his third Sony Ericsson Open tils Sunday. holding every
8 senice game to beat Andy Murray 6-1, 7-6 (5).
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History of Content Aggregation



Pre-Computer Content Aggregation

an conrrion rowoess | N, 12585

Monday, Septemb!t B, 1940 One Penny

Seﬂt to escape the bombers, 89 English childlen are murdered by a U-boat

CHILDREN’S LINER SUNK
WITHOUT WARNING IN GALE

Lord Bmerbmnk nllu

to alroraft workers | Outm e ln Atlantlc %:Eﬁ;‘___ﬁ"" FLATS CINEMA
WORK AFTER peIR 4 |E2858% \ CHURCH BOMBED
SIREN HAS |BOATS SWAMPED BY TERRIFIC == Am..,d.:m;:f::":m":::“..,ML
SOUNDED’ SEAS 600 MILES FROM LAND | Japanese | et
s | WIS Fineo & ToRpes | & attack i %

i

AT A LINER STRUGGLING | sw
5in [ THROUGH A STORM IN THE
ATLANTIC . LAST TUESDAY
NIGHT—AND KILLED EIGHTY-
NINE ENGLISH CHILDREN.

s | Tndo-China |2 HOUR'S BREAK IN

" | JAPANESE troops erosscd ¢
border from Chn

Were newspapers the first content aggregation media?
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Pre-Web Content Aggregation

B Friteke : T5P implementations swailsbler

William 6. Innenen : Nesd Opinicns on NeuralWorks Professional T1/PLUS
Mervin Mincky . Re. Oibson's sseaps frem oomputational inposstkility.
euron-Kequest reuron Tigest ¥7 #ld

SinonoEbizokvml. wnot.abn son’s : Re: Cemobio Algosthm Qasotien

e [ e

Sneaky Sanj ;- sinulator needed £o model neural net as bi-dimersional

Kellal

T an very interested in modellirg = NI s » very high-dinensisnal
dynamical systen and [ wes wondering if there exists a sumlator that
will help me vaew the stabe space of the nat easily

1deslly I would Like o explors Fucther the work of Janes Keslec (1926)
"Basire of Attrasticn in Newral Network Nodels.®

DIV, if you howe ony seferences or_thaughts on the notion of ncural nets
a5 _inpulsive_ dynanical systens, T'd epprocicted hearing ahout it,

Tharks alot fox your tize.
Tours,

Ice. "We're el clores. ."-Alice Goopsr.

Mo ore had the guts . until nowlt
b Piro & "cat

Sanjay Sine " ssinghtvatssrvl [ulwatsrloo (sdulcdn) /[eal
ROBOTFRON Bi-Scors. 20 Million Peints | A new level of (in)hunen throughpat
hlede_runner | Lecmina tar |berninstor_TT_judgencnt_day!vatacth! nabzerul 1s<inga!

Pre-Web systems were mostly used for content filtering rather

rtle ol et 1

Bevept Keynord

Feiest keyword

than aggregation.

Related reading:

A. Jennings and H. Higuchi [15]
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Web 1.0 Content Aggregation

open directory project

In
Aol Searc|

Arts

Movwies, Television, Music. .

Games

o Games, RPGs, Gambling. .

Kids and Teens
Arts School Time, Teen Life

Reference

Maps, Education, Libraries

aboutdmoz | dmoz blog | soggest URL | help | lnk | editor login

Search | advanced

Business
Jobs, Real Estate, [nvesting

Health

Eitness, Medicine, Altemative

News

Media, Newspapers, Weather

Regional

US, Canada, UK, Europe...
Society

People, Religion, Issues...

Computers

Intemet, Software, Hardware
Home

Eamily, Consumers, Cooking .
Recreation

Travel Food, Outdoors, Humor .
Science

Biology, Psychology, Physics

Sports
Baseball, Soccer, Basketball...

5,018,892 sites - 95,016 editors - over 1,010,596 categories

Manual content aggregation since early days of the

world-wide-web.
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Web 1.0 Content Aggregation

Ve opiias Rucipie G

| n i 1

Teetiessy AT B o

K‘mém‘aa&géuucle

: the man who tries to turn disaster into  Talk shows now the object of

(L3I

rmnrn
0 3% J5 b, Vst 271

Clinkon repeals condemralion sl '

.

i e nere

L st T

N e

lLer ihe disaster comes the Iraum,
I Ho e

EE® G

Fiami Th: Mo T
= = s B

SUehahe  ET I TR b her J

The begining of automatic content aggregation and news
recommendation on the web.
Related reading: Kamba et. al [16]
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Content Aggregation Today (Exploit/Explore)

Login | Register Now

&be New York Eimes s

EXCELLENCE

Thursday, April 5, 2012 115

Navy Plowing
Ahead on New E
Coastal Ship,
Despite Woes

= Explore/Exploit. “What to exploit is easy, but what to
explore is where the secret sauce comes in.” says
Ramakrishnan.

» Clickthrough rates on Yahoo! articles improved by 160%
after personalized aggregation.

= Many content aggregators such as The New York Times
use a hybrid approach.

Related reading: Krakovsky [17]
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Content Aggregation Today (Real-time and

Geospatial)

easylit

best bet

just for me

User: Clark

Time: 4pm

Location: Sutter St. San
Francisco, CA, US, 94012

pe
o g

- ® ®
G =5 &

(a) user and sensory context (b) rank of entity types  (c) rank of restaurant entities

= real-time updates
= geo-spatial signals
Related reading: Zhuang et. al [34]
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Content Aggregation Today (Temporal and Social)

Figure 7. Probability that a digger of a story is a fan of a digger who dugg the same story
(blue line) as a function of the time of the digg. Time is relative to the promotion time
of the story, with the average calculated over all diggs on all stories. The vertical red line

marks time 0 (promotion time), and negative times refer to the “upcoming” phase.
The green line is the same measurement but with diggs randomly shuffled.

e Mesured
Random hypothesis

025

% 02 H

)

I

4

85 s

8

£%5

B2 m

5s

ﬁz

s

< oos
0

Popularity after seven days.

= “Semantic analysis of content is more useful when no
early click-through information is available.”
= Social signals are more influential for trending topics.

Related reading: G. Szabo and B. Huberman [33]
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History of Aggregated Search



Stone Age: Federated Search

Also known as distributed information retrieval (DIR), allows
users to search multiple sources (collections, databases) at
once and receive merged results. Typically, in federated search:
= Collections contain text documents only.
= There is no overlap among collections.

= Still common in enterprise and digital libraries.
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Federated Search Architecture

Results B
Collection
Collection B
A
Ed
Query .~
& Query 7| Collection
Summary A | - <
Summary B | - Results C
Query Summary C [~
————| Broker | SummaryD
i Collection
- Summary E D
S G
Merged ~ Y .
A
Results i .
|
' Collection
| E
i
I
|
Results | .
F ! Collection ‘.\
I G
i
' Collection
I
|
i
i
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Example: The European Library

The Buropean Library p!

ska biblioteket Aviiipa Kuitiiphanest Europska knjiznica Eiropas biblioteka
Language: [Engish (eng) | Register Login

ORGANISATION

SEARCH

options.

© search within results
 exclude from results.
advanced search (more options)

Matches for: (‘yon")
- Reading Europe: European culture through 14
the book

Travelling Through History 0
AL Online Catalogue of National Library of 42
Abania

AT ANNO - Austrian Newspapers Online o

AT Ontine Catalogue of the Austrian 2838
National Library from 1992 onwards

AT TROVANTO - Catalogue of the Department 31
of Planned Languages of the Austrian
National Library

AT Catalogue of the Map Department of the 94
Austrian National Library

AT Ontine Catalogue of the Austrian National 236
Library 19301991

AT 0ld Autograph Catalogue of the Manuscript 34

Reading Europe: European culture through the book
14 objects with ("lyon") have been found in Reading Europe: European culture through the book’
& brint page | jump to page 7288 NEXT PAGE

1 The Prophecy, vision and divine revelation revealed by the very humble prophet Jehan Michel
uichel, Jean (14307-1501)

SEE ONLINE

2 The collection or chronicles of the histories of the kingdoms of Austrasia or Eastern France, now called Lorrain
Jerusalem, Sicily and the duchy of Bar
hampier, Symphorien (14727-1539)

SEE ONLINE

3 How totranslate one language into another well e
Dolet, Etieane (15057-1546)

SEE ONLINE




Federated Search environments

= Cooperative
= The broker has comprehensive information about the
contents of each collection.
= Collection sizes and lexicon statistics are usually known
to the broker.
= Uncooperative
= Collections are not willing to publish their information.
= The broker uses query-based sampling [7] to
approximate the lexicon statistics for each collection.
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Federated Search Challenges

Query translation
= Source representation

Source selection

Result merging

Related reading: Shokouhi and Si [26]
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Query Translation
Example: STARTS Protocol Query

@SQuery{

Version{10}: STARTS 1.0

FilterExpression{50}: ((author "Garcia Molina") and (title
"databases") )

RankingExpression{61}: list((body-of-text "distributed") (body-of-text
"databases") )

DropStopWords{1}: T

DefaultAttributeSet{7}: basic-1

DefaultLanguage{5}: en-US

AnswerFields{12}: title author

MinDocumentScore{3}: 0.5

MaxNumberDocuments{2}: 10

}

Related reading: Gravano et. al [14]
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Source Representation

Document Sampling

= Query-based Document Sampling

= Content-driven Sampling
= Issue random term to the vertical
= Sample top results
= Update vertical-specific vocabulary representation
= Sample new term from emerging representation
= Repeat
= Demand-driven Sampling
= Sample query from vertical-specific query-log
= Sample top results
= Repeat

Related Reading: Callan and Connell [7] and Shokouhi et
al. [27]

26
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Source Selection

Example: Relevant Document Distribution Estimation

verticals

..............................

estimated
full-dataset retrieval

query * EI— M E * =?§
e | =

...........

sample index
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Source Selection

Example: Relevant Document Distribution Estimation

= Assumption: each (predicted) relevant sample represents
vl

5 relevant documents in the original vertical collection
v

ReDDE(v, q) =

= Z normalizes across verticals
. Z = ZUGV ReDDE(v, q)

Related Reading: Si and Callan [28], Fuhr [13]
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Result Merging

Example: Semi-supervised Learning for Merging

0.95
Broker

% % 082
0. 8()

Central sample index
0.64

o
»
%

=

0

=
=
iS5

= SSL [29] uses sampled data and regression for merging.

= SSL relies on overlap between the returned results and
sampled documents.

= A regression function is trained based on the overlap



Bronze Age: Metasearch engines

Metasearch engines submit the user query to multiple search
engines and merge the results. They date back to
MetaCrawler (1994), that used to merge the results from
WebCrawler, Lycos and InfoSeek.

= In metasearch the query is often sent to all sources.

= Result merging is usually based on position and overlap.

30/169



Example: MetaCrawler

Advanced Search | Preferences

metacrawler .. ==

Search Resulis from: Google Yool LINg

Are you looking for? Web Search results for "metasearch™ Search Fitter: Moderate

is Barsa
Sponsored Links
Web Search Engines
& Metacrawler Removal
Top Ten Search Engines CleanAllSpyware.com Ads by ¥ahsa!

Complete Spyware Removal in 3 Minutes! Download Removal Tool
WetaSearch Engines

Earch Engines Web Results
Dogpile com Metasearch.com - The Original & Best Since 19951
List All Search Engines metasearch.com/ Found On: Google, Yahoo! Search, Bing
Great for images, mp3s, shopping, and more! YouTube, AltaVista Audio, Flickr, Slide, Google, eBay,
Surch Engines Amazen, Yahoo, ...

Metasearch engine - Wikipedia. the free encyclopedia
Recent Searches en.wikipedia.org/.../Metasearch_engine Found On: Google. Yahoo! Search, Biny
Ametasearch engine is a search tool that sends user requests to several other search engines
and/or databases and aggregates the results into a single listor

“Your most recent searches can be
viewed hers.

Dogpile Web Search

www.dogpile.comi Found On: Google, Yahoa! Search, Bing

Dogpile com makes searching the Web easy, because it has all the best search engines piled into
one. Go Fetch!
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Iron Age: Aggregated Search

In 2000, the Korean search engine (Naver) introduced
comprehensive search and started blendeding multimedia
answers in their default search results. Google introduced
universal search in 2007.

Motivation:

= Web data is highly heterogeneous.

= Information needs and search tasks are similarly diverse.

= Keeping a fresh index of real-time data is difficult.
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Related Problems

Peer-to-Peer Search

Brokered P2P Hierarchical P2P
) N
~
N
Completely decentralized P2P Structured P2P

@ Service @ Provider (O Consumer

Related reading: Lu [22]
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Related Problems

Data fusion

= Several rankers on the same data collection
= Each ranker is considered as a voter

# 51 voters 5 voters 23 voters 21 voters

1st Andrew Catherine Brian David
2nd Catherine Brian Catherine  Catherine
3rd Brian David David Brian

4th David Andrew Andrew Andrew

Borda scores: Andrew 153, Catherine 205, Brian 151, David 91
Related reading: http://bit.1ly/HPBFoG
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Problem Definitions
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Content Aggregation

Examples

issued

Huge quakes strike off Indonesia; tsunami warning

RELATED CONTENT

Women cry on a street in Banda,

[ Article: Indonesia president
says no tsunami threat,
damage from Aceh quake
2hrs 46 mins ago

w

Article: Indonesia agency
reports 6.5 quake on Richter
scalo aftershock in Acoh
3hrsago

[y Article: Factbox: Largost

B 1 (AP) — A tsunami watch around the
Indian Ocean has been lifted hours after two powerful earthquakes
hit off Indonesia’s western coast.

The 8.6- and 8.2-magnitude earthquakes triggered panic
Wednesday afternoon. Residents in coastal cities fled to high
‘ground in cars and on the backs of motorcycles.

in Hawaii lifted a tsunami

m about four hours after the
first quake. It was stil in effect for Indonesia, Indiz, the Maldives,
Sri Lanka and the island territory of Diego Garcia.

Major damag i waves locally were
THIS IS A BREAKING NEWS UPDATE. Check back soon for
further information. AP's earlier story is below.

BANDA ACEH, Indonesia (AP) — A massive earthquake off
Indonesia's western coast triggered tsunami fears across the Indian
Ocean on Wednesday, sending residents in coastal cities flecing to
high ground in cars and on the backs of motorcycles.

Images

S
Globe and Mail

Coie M

Business Today

euronews The Hindu Newsday

EXPLORE RELATED CONTENT

© Play Video

Japan issues tsunami
warning

released

Austraia 7 News

FILE - This sateliite image

Assocated Press Reuters

1-40f12 4] »

Britair's Prime Minister
David Cameron

An officer shows a ballot
sheet during

TurboTax V

Federal FREE Edition

Finish your return and
get your maximum refund

in as fast as 7 days.

'y Sarpic
- your retum

Routrs




Content Aggregation

Examples

YaHOO! NEws

HOME  US. WORLD  BUSINESS  ENTERTAINMENT  SPORTS POLITICS ~ SCIENCE  HEALTH  BLOGS  LOCAL  POPULAR

CY News Search Videos Pholos Driven Future ls Now TrendingNow Vialiy WhoKnew? PowerPlayers  Remake America

Tech News Headlines 3 YAHOO! NEWS ON TWITTER

@) YohooNews vanco!News
News 3 Follow 256K followers

April 11 is International "Louie Louie"
Day, Cheese Fondue Day, National
Bookmobile Day: hitpi/ coluBXg8aFT
2 12 mins ago

Reply 3 Retweat 7 Favore

NEws

\, ; g: Obama's money woes: The president's
Facebook buym%photo-s are app campaion was supposed o be a 1
ilion juggernaut - but its fallen short:
Instagram for $1 of game-tas o0 IVIes R canvasoros
36 mins sgo
Reply 3 Ratwost 7 Faarts
TECH SLIDESHOWS
m;’ Hillary Clinton remembers watching

Bin Laden raid, says those watching
“couldn't breathe for 35 minutes":
hitp:/itcolAli2L BHt

¥ 1hrago

Reply 3 Retwest 1'; Favorite

Facebook buys Instagram  New York revs up forauto  Freaky fish fuel Aerodynamic automobiles
for $18 show nightmares 40 photos
10 photos 16 photos 12 photos
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Content Aggregation

Definitions

= Core content: the content that is always presented and
is the main focus on the page

= Vertical content: related content that is optional and
supplements the core content
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Content Aggregation

core
content

|
T |

content aggregator
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Problem Definition

= Given a particular context, predict which verticals to
present and where to present them

= A context is defined by the core content, the information
request (i.e., the query), and/or the user profile
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Content Aggregation in Web
Search



Aggregated Web Search

= Integrating vertical results into the core Web results

-

@=-

—— _—

B ..
|

| @=r
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What is a Vertical?

= A specialized search service that focuses on a particular

type of information need

=
=2
—@=2
— =

@
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Example Verticals

lyon news

Lyon - News Results

Brandon Lyon nearing end of long road back Houston Chrenicle - 11 hours 2go
Lyon County & NNDA seeks input an regional plan at workshop in Silver
Springs Femiey Leader - Mar 28 01:53am

Deputies in Douglas, Lyon counties increasing traffic patrols

Lake Tahoe News - Mar 31 09:58am

| lyon restaurants

[seach

Restaurants in Lyon, France
travel.yahoo.com
Adrets (Les) (4 Reviews)
+33 4 7838 2430 - 30, rue du Boeuf, Lyon
Cusine: French
Pierre Orsi (1 Review)
4334 7888 5763 -3, place Kisber, Lyon
Cuisine: Gontemporary
9 Grand Cafe des Negoc... (2 Reviews)
+334 76 42 5005 -2, piace Francisque Régaud, Lyon
Cuisine: Bistros & Brasseries

More Restaurants in Lyon »

[ Search]

lyon map
a Umonest  Femanessrseme Bonis Lyon
Riiewxia-Pape wees I2 France
Sait Dider-a-Moni-1O s conale.com
RN Dardily,  Calsietet-Cure s} maps.google.
’ P Vaulx-en-Velin
cully
Villeurbanne
Tassin-la-Demi-Lune G 4
Chassieu
gneray Sainte-Foyflés-Lyon Bron Ge
Oullind 222}
lcanistanl] == odmenian
2012 Goognais .. .  MeRgia ©2012 Googiey

Hotels - Restaurants - Fourviére - Cathedrale St Jean - Place Bellecour - Lugdunum -
Parc De La Tete D Or - Cour des Loges
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Example Verticals

lyon pictures [[Seareh]|

Lyon - Image Results

More Iyon images

lyon video | Search

Lyon - Video Results

french cookbooks | Search

Shopping results for french cook books
Mastering the Art of French Cooking [Book]
88 reviews - $5 - 54 stores
French Cooking: Classic Recipes and Techniques [Book]
$27 - 39 stores
Mastering the Art of French Cooking: The Essential ...
37 reviews - $45 - 42 stores - § Nearby stores - Limited stock
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Example Verticals

lyon weather

Weather for Lyon, France

61°F | °C Sun Mon Tue Wed
Clear - [
Wind: N at 12 mph
Humidity: 39% 64°39° 72°50° 68°50° 61°41°
Detailed forecast: The Weather Channel - Weather Underground - AcculWeather
| lyon flight
Flights to Lyen, France (LYS)
No non-stop flights from Raleigh, NC
From Duration Airlines
Paris, France 1h1im  Air France
Brussels, Belgium 1h 26m Brussels, Air France, easyJet
Bordeaux, France 1h12m Air France, easyJet

+ Show all non-stop routes to Lyon

|bank of america

=

BAC - Bank of America Corp (NYSE)

75 9,57 +0.04 (0.42%)

g50 Mar304:01pm ET - Disclaimer
Open: 961 Volume: 250,234,655
High: 9.64 AvgVol: 293,659,000

925

800 Low: 935 MktCap:
tam 11 12 1 2 3 4pm

103.088

|bonjour in english

Translate "bonjour” from French
translate.google.com

bonjour - hello
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What is a Vertical?

= A specialized search service

= Different verticals retrieve different types of media (e.g.,
images, video, news)
= Different verticals satisfy different types of information

needs (e.g., purchasing a product a product, finding a
local business, finding driving directions)
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Aggregated Web Search
lyon ”Smﬁdbl

Restaurants in Lyon, France
travel yahoo.com
p Adrets (Les) (4 Reviews)
+33 4 7838 2430 - 30, rue du Boeuf, Lyon
Cuisine: French
Pierre Orsi (1 Review)
+33 4 7889 5768 - 3, place Kléber, Lyon
Cuisine: Contemporary
9 Grand Cafe des Negoc... (2 Reviews)
+33 478 42 5005 - 2, place Francisque Régaud, Lyon
Cuisine: Bistros & Brasseries

More Restaurants in Lyon »

Industrial Workspace Products - Lyon Workspace Products ...
www.lyonworkspace.com/

Lyon Workspace Products of Montgomery, IL offers workspace products such as steel
lockers, heavy duty steel shelving, steel storage racks, and industrial ...

Lyon - Image Results

More Ilyon images

Lyon travel guide - Wikitravel

wikitravel.org/en/Lyon

Open source travel guide to Lyon, featuring up-to-date information on attractions, hotels,
restaurants, nightlife, travel tips and more. Free and reliable advice ...

Lyon - Video Results
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Aggregated Web Search

= Task: combining results from multiple specialized search
services into a single presentation

= Goals

To provide access to various systems from a single
search interface

To satisfy the user with the aggregated results

To convey how the user's goal might be better satisfied
by searching a particular vertical directly (if possible)
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Aggregated Web Search

Motivations

= Users may not know that a particular vertical is relevant
= Users may want results from multiple verticals at once

= Users may prefer a single-point of access
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Aggregated Web Search

Task Decomposition

= Vertical Selection
= Vertical Results Presentation
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Vertical Selection

= Predicting which verticals to present (if any)
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Vertical Selection

Given a query and a set of verticals, predict which
verticals are relevant

In some situations, this decision must be made without
issuing the query to the vertical

Later on we'll discuss sources of pre-retrieval evidence
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Vertical Distribution

25K queries sampled randomly from Web traffic
Number of queries for which the vertical was considered
relevant

Autos
Directory
Finance
Games
Health
Jobs
Image
Local
Maps
Movies
Music
News
Reference
Shopping
Sports

TV

Travel
Video

0 1250 2500 3750 5000
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Vertical Results Presentation

= Predicting where to present them (if at all)
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Vertical Results Presentation

= Given a query, a set of (selected) verticals, and a set of
layout constraints, predict where to present the vertical
results

= In some situations, it may be possible to suppress a
predicted relevant vertical based on its results

= Later on we'll discuss sources of post-retrieval evidence
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Sources of Evidence
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Content Aggregation

Given a particular context, predict which verticals to
present and where to present them

A context is defined by the core content, the information
request (i.e., the query), and/or the user profile

Vertical selection: predicting which verticals to present
(if any)

Vertical results presentation: predicting where to
present each vertical selected (if at all)

Different content aggregation environments may be
associated with different sources of evidence
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Sources of Evidence

= Relationship between core content and vertical content

Huge quakes strike off Indonesia; tsunami warning
issued

RELATED CONTENT

(AP) — A tsunami watch around
1 has been lifted hours after two powerful earthquakes
it off Indonesia's western coast.

Images

The 8.6- and 8.2-magnitude earthquakes triggered panic
‘Wednesday afternoon. Residents in coastal cities fled to high
ground in cars and on the backs of motorcycles.

‘The Pacific Tsunami Warning Center in Hawaii lifted a tsunami
for most areas of the Indian Ocean about four hours aftg
ake. It was still in effect for Indonesia, India, the Mg

and the island territory of Diego Garcia.
Daily Mail Business Today

damage or tsunami waves locally were not reperted

2 hrs 46 mins ago THIS IS A BREAKING NEWS UPDATE. Check back soon for
further information. AP's earlier story is below.

[ Article: Indonesia agency

The Hindu Newsday

reports 6.5 quake on Richter BANDA ACEH, Indonesia (AP) — A massive earthquake off
scale aftershock in Aceh o N N .
3hrsago Indonesia's western coast triggersd tsunami fears across the Indian
Ocean on Wednesday, sen coastal cities fleeing to
[y Article: Factbox: Largest i i .
s Lurgu high ground in cars and rycles

TurboTax J

Federal FREE Edition

he 56 Tins 200

EXPLORE RELATED CONTENT

Finish your return and
get your maximum refund

in as fast as 7 days.

—‘\ Complete
— your return

© Play Video

An officer shows a ballot  Britain's Prime Minister
warning released ... sheet during .. David Cameron ..

Japan issues tsunami FILE - This satellite image
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Sources of Evidence

= Relationship between explicit request and vertical content

YAaHOO!,

Anytime
Past day
Past week

Past monin

pacific tsunami warning
tsunami warning center
tsunami watch
aceh province
2004 tsunami

tsunami
voleano

usgs

earthquake

WEB IMAGES VIDEO NEWS G BLOGS MORE

Earthquake - News Results

TWITTER

656 stories 407 tweets

Earthquake: 3.1 quake strikes near Anza

Los Angeles Times - 2 hours ago

Ashallow magnitude 3.1 earthquake was reported Wednesday morning 14 miles from Anza,
according tothe U.S. Geological Survey. The temblor occurred at 3:37 a.m. Pacific time at a
depth of 3.1 miles. ... more »

Earthquake Triggers Small Tsunami

ABC News - 3 hours ago

Amassive 8.6 magnitude earthquake struck off the coast of Indonesia early today, triggering
an Indian Ocean tsunami that alarmed people throughout the region, but caused litie
damage.The tremor was ... more »

more Earthquake stories »

Recent Earthquakes
www.earthquake.usgs.gov
M 5.1, off the west coast of northem Sumatra
Wed Apr 11 09:04am PDT
M 5.1, off the west coast of northem Sumatra
Wed Apr 1108:48am PDT
M 5.0, off the west coast of northem Sumatra
Wed Apr 11 08:08am PDT
thauakes »

U.S. Geological Survey Earthquake Hazards Program

USGS Earthquake Hazards Program, respansible for monitoring, reporting, and
researching earthquakes and earthquake hazards

earthquake.usgs.gov - Cached

%)

Magey
|© &1 Teles [E

More

Search & Options

NEWS IMAGES

Earthquakes Today

Get Answers Faster at Ask.com. Try
It Now!

Ask.com

More Sponsors:

earthquake kits
earthquake auger

See your message here..
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= Relationship

Q Milad Shokouhi

FAVORITES
[] News
& Messag
E Events

APPS

& The Guardian
Apps and Games
WP Social Reader

Talent.me

§9 MSRC Social
[22] Time series
[ Create Group...

FRIENDS
[#% Close Friends
@y Family
(& Bing
[& Microsoft
[& RMIT University

Sources of Evidence

between user profile and vertical content

D Update Status Add Photo / Video Ask Question

SORT ~

Neema Moraveji
Science of Consciousness conference at Univ Arizona, interesting. #calmingtech
://t.cofvh4YgDOk

Chetan Nandakumar neema, are you going?
41 minutes ago - Like

you. i am teaching this quarter.
40 minutes ago via mobile - Like

Neema Moraveji doubtful - my friend mikey is going, i can intro

Write a comment...

Francesco Nidito
Kyriakos Karenos likes this : =)

House Of Pain - Top O' The Mornin' To Ya @
www. youtube.com

14

Like - Comment - S|
20+

20+ ,
L ick In 't Ven list reakthrough by Colbie Caillat on Spotify. 61/169




Sources of Evidence for
Aggregated Web Search



Sources of Ev
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Types of Features

= Pre-retrieval features: generated before the query is
issued to the vertical

= Post-retrieval features: generated after the query is
issued to the vertical and before it is presented

= Post-presentation features: generated after the
vertical is presented

= possibly available from previous impressions of the query
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Pre-retrieval Features

= Query features

= the query’s topical category (e.g., travel)

= key-words and regular expressions (e.g., lyon pictures)

= named entity types (e.g., city name)
= Vertical corpus features

= similarity between the query and sampled vertical results
= Vertical query-log features

= similarity between the query and vertical query-traffic
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Query Features

= Derived from the query, independent of the vertical

=
@@=
—@ =
— =

imaigés/' @ g

o e—E

“lyon pictures”
query
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Related Reading: Arguello et al. [4], Ponnuswami et al. [23],

Query Features

Terms appearing in the query
Dictionary look-ups: “yhoo” — finance vertical
Regular expressions:

= “obama news" — news vertical
= “ebay.com” — no vertical

Named-entity types: “main st., pittsburgh” — maps
vertical

Query category: “lyon attractions” — travel vertical

and Li et al. [20]
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Query Features

= Query-log-based co-occurrence between the query and
vertical specific key-words
= Co-occurrence can be measured using the x? static
= Example image vertical keywords: photo(s), pic(s),
picture(s), image(s)

Related Reading: Arguello et al. [2]
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Query Category Features

= Use a corpus with known document-to-category
assignments (binary or soft)

[z] open directory project

about dmoz | dmozblog | sugpestURL | help | link | editor login

Arts

Movies, Television, Music..

Games

Video Games, RPGs, Gambling..
Kids and Teens

Arts, School Time, Teen Life...

Reference

Maps, Education, Libraries...

Shopping
Clothing, Food, Gifts...

World

| [search | advanced

Business
Jobs, Real Estate, Investing...

Health

Fitness, Medicine, Alternative...

News

Media, Newspapers, Weather...

Repional
US, Canada, UK, Europe...
Society

People, Religion, Issues...

Computers

Internet, Software, Hardware..

Home
Family, Consumers, Cooking...

Recreation

Travel, Food, Outdoors, Humor...

Science
Biology, Psychology, Physics..
Sports

Baseball, Soccer, Basketball..

Catali, Dansk, Deutsch, Espafiol, Frangais, Italiano, B 438, Nederlands, Polski, Pyccicnii, Svenska, .

alfl Help build the largest human-edited directory ofthe weh

Copyright © 2012 Netscape
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Query Category Features

= Query-category assignment based on document-category
assignments of top-N results

P(clq) = Z P(c|d) x score(d, q)
dERN

= 7 normalizes across categories
= 2= e Plcg)

Related Reading: Shen et al. [25]
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Vertical Corpus Features

= Derived from (sampled) vertical documents (e.g. ReDDE)

& L,E.—

//lyonﬂ

Aﬁg 2
ﬁg =
—ﬁ—g o
—EE 2

4@9 Q

corpora
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Vertical Query-log Features

= Derived from queries that were issued directly to the

vertical by users

4@@ 2
—ﬁ@ o
—ﬁg &
—EQ o

|
o —3—

ulyon//

—@g :52

query-logs
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Similarity to Vertical Query-Traffic

= Similarity between the query and queries issued directly to
the vertical by users

QLOG(v, q) HP w|0“"°g

qu

= Z normalizes across verticals

= Z=3,.,QLOG(v,q)

Related Reading: Arguello et al. [4]
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Types of Features

= Pre-retrieval features: generated before the query is
issued to the vertical

= Post-retrieval features: generated after the query is
issued to the vertical and before it is presented

» Post-presentation features: generated after the
vertical is presented

= possibly available from previous impressions of the query
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Post-Retrieval Features

Derived from the vertical's response to the query

Derived from the vertical’s full retrieval, or only the few
results that will potentially be presented
Results from different verticals are associated with
different meta-data
= publication date: news, blog, micro-blog, books
= geographical proximity: news, micro-blog, local, maps
= reviews: community Q&A, local, shopping
= price: shopping, books, flights
Challenge: Post-retrieval features tend to be different
for different verticals
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Post-Retrieval Features

Number of results

Retrieval score distribution

Text similarity features: cross-product of
= Extent: title, url, summary
= Similarity Measure: clarity, cosine, jaccard,
query-likelihood
= Aggregator: min, max, mean, std. dev.

Recency features: cross-product of

= Extent: creation date, last modified date
= Recency Measure: time difference, exp. decay
= Aggregator: min, max, mean, std. dev.

Related Reading: Arguello et al. [2], Diaz [10]
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Post-Retrieval Features

Example: Clarity Score

ave. pr.
08
06
o

o oo

02| R

°

.

®

° o

5
O 90 fog

g0 8 GO MY
9 %0 °<>®

q

0 05

1
109 121

L
15 2 25 3

clarity score

= Measures query ambiguity with respect to collection.

= |f the returned results are not topically similar, the
peformance might be poor.

clarity score = Z P(w|Q)log, P(w}Qi
weVvV coll

Related reading: Cronen-Townsend et al. [9]
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Types of Features

= Pre-retrieval features: generated before the query is
issued to the vertical

= Post-retrieval features: generated after the query is
issued to the vertical and before it is presented

= Post-presentation features: generated after the
vertical is presented

= possibly available from previous impressions of the query
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Post-Presentation Features

= Derived from implicit feedback

= Click-through rates associated with query-vertical-position
triplets

= Average dwell-times on vertical results

= Other feedback signals have not been explored in
published work
= Mouse movement
= Scrolls

Related Reading: Diaz [10], Ponnuswami et al. [23], Song et
al. [30]
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Post-Presentation Features
Example: Clickthrough
Table 2: Mean newsworthiness grade in each bin.

Twenty samples from each bin of Winter 2008 queries
Treating news-

were judged to be newsworthy or not.

worthy queries as having value 1 and 0 otherwise, we
computed the mean and standard deviation of grades in
each bin. We also present a third column which averages

the mean bin values for both users

bin user 1 user 2 mean
1 0.880 +0.314 1.000 = 0.000 0.944
2 0.722+0.448 0944 =0.229 0.833
3 0.765+£0.424 0.944 £ 0.229 0.855
4 0.556 £ 0.497 1.000 =0.000 0.778
5 0.600 £ 0.490 0.941 +£0.235 0.771
6 0.400 £ 0.490 0.706 = 0.456 0.553
T 0.368 + 0.482 0.647 =0.478 0.508
8 0.111 +0.314 0.412+0.492 0.261
9 0.100 +0.300 0.222 +0.416 0.161
10 0.000£0.000 0.200 £0.400 0.100

Related reading: Diaz [11]

80 /169



Post-Presentation Features

= Can be derived from previous impressions of the query
= However, this assumes that the query is a head query

= Post presentation features can also be derived from
similar queries

= Assumption: semantically related queries are associated
with similar implicit feedback

1
click(v,q) = Z Z sim(q,q’) x click(v, ¢')

q'€Q | sim(q,q")>T

Related Reading: Diaz et al. [12]
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Post-Presentation Features

nuances

= Some verticals do not require being clicked
= weather, finance, translation, calculator
= Visually appealing verticals may exhibit a presentation
bias
= A previous study found a click-through bias in favor of
video results

= That is, users clicked on video results more often
irrespective of position and relevance

= Suggests the need to model feedback differently for
different verticals

Related Reading: Sushmita et al. [31]
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Feature Importance for Vertical Selection
Which features help the most?

= Individually removing different types of features resulted
in worse performance

= The most useful features corresponded to the topical
categories of the query

all  0.583
no.geographical  0.577Y -1.01%
no.redde 0.568Y -2.60%
no.soft.redde 0.567Y -2.67%
no.category  0.552Y -5.33%

B corpus query-log B query

Related Reading: Arguello et al. [4]
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Feature Importance for Vertical Selection
Which features help the most?

= Explains why performance was superior for

topically-focused verticals

travel
health
music
games
autos
sports

tv
movies
finance
local
jobs
shopping
images
video
news
reference
maps
directory

Related Reading: Arguello et al. [4]

0.842
0.788
0.772
0.771
0.730
0.726
0.716
0.688
0.655
0.619
0.570
0.563
0.483
0.459
0.456
0.348
0.000
0.000
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Outline

Introduction

History of Content Aggregation
Problem Definition

Sources of Evidence

Modeling

Evaluation

Special Topics in Aggregation

Future Directions
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Modeling
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Content Aggregation
Tasks

= Vertical Selection: predicting which verticals to present

= Vertical Presentation: predicting where to present each
vertical selected

= May include deciding whether to suppress a selected
vertical based on post-retrieval evidence
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Content Aggregation

Layout Assumptions

= Content aggregation requires assuming a set of layout
constraints

= Example layout constraints:

The core content is always presented and is presented in
the same position

If a vertical is presented, then its results must be
presented together (horizontally or vertically)

If a vertical is presented, then a minimum and maximum
number of its results must be presented

If a vertical is presented, it can only be presented in
certain positions
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Content Aggregation

Layout Assumptions
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Content Aggregation

Layout Assumptions

core )
content )
?
?
?
?
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Aggregated Web Search

Layout Assumptions

= The core Web content (e.g., wi_10) is always presented

= |If a vertical is presented, then its results must be
presented together (horizontally or vertically)

= |f a vertical is presented, it can only be presented in
certain positions relative to the top Web results, for
example:
= above w;
= between w3_4
= between wg_7
= below W10
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Aggregated Web Search

Layout Assumptions
= Because of these layout constraints, aggregated Web
search is sometimes referred to as slotting or blending

1

W4-6

W7-10

Ny w N
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Aggregated Web Search

Tasks

= Vertical Selection: predicting which vertical(s) to
present

= Vertical Presentation: predicting where in the Web
results to present them
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Aggregated Web Search

Modeling

Use machine learning to combine different types of
features
Vertical selection and presentation may be associated
with different features

= Post-retrieval features may not be available for selection

Gold-standard Training/Test Data
= Editorial vertical-relevance judgements: a human
assessor determines that a particular vertical should be
presented for a given query
= User-generated clicks and skips collected by presenting
the vertical (at a specific location) for all queries, or a
random subset
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Aggregated Web Search

Challenges

= Different verticals are associated with different types of
features

= Some verticals retrieve non-textual results (no
vertical-corpus features)

= Some verticals do not have direct search capabilities (no
vertical query-log data)

= Results from different verticals are associated with
different meta-data (news articles have a publication
date, local results have a geographical proximity to the
user)

= A feature that is common to multiple verticals may be
correlated differently with relevance (recency of results

may be more predictive for the news vertical than the
images vertical)
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Aggregated Web Search

Challenges

* Requires methods that can handle different features for
different verticals

= Requires methods that can exploit a vertical-specific
relation between features and relevance
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Vertical Selection

Classification Approach

= Learn independent vertical-specific binary classifiers
= Use binary ground truth labels for training

= Make independent binary predictions for each vertical
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Classification Approach

Logistic Regression

1
1+ exp (wo + 37w X d)v(Q)i)

P(vlq) =

= y = the vertical

= ¢, = feature generator specific to v (may include
vertical-specific features)

= LibLinear:
http://www.csie.ntu.edu.tw/~cjlin/liblinear/
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http://www.csie.ntu.edu.tw/~cjlin/liblinear/

Classification Approach

Logistic Regression

= Advantages
= Easy and fast to train
= Regularization parameter balances the importance of
different features (helps improve generalization
performance)
= Outputs a confidence value P(v|q), which can be
treated as a hyper-parameter

= Disadvantages
= Cannot exploit complex interactions between features
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Vertical Presentation
Modeling
= Slotting: assume that vertical results can only be
presented into specific locations or slots.

1

W13

W4-6

W7-10

w N

4
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Vertical Presentation
Classification Approach
= Learn independent vertical-selectors using binary labels
= Present vertical v in slot s; if P(v|q) >7;Vj>1i
= Tune parameters 7;_4 using validation data

Related Reading: Arguello et al. [2], Ponnuswami et al. [23]
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Vertical Presentation
Ranking Approach

travel

f! flights
weather

| videos

images
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Vertical Presentation
Block Ranking
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Vertical Presentation
Learning To Rank

Maching learning algorithms that learn to order elements
based on training data

Features derived from the element or from the
query-element pair

Point-wise methods: learn to predict an element’s
relevance grade independent of other elements
Pair-wise methods: learn to predict whether one
element is more relevant than another

List-wise methods: learn to maximize a metric that
evaluates the ranking as a whole (e.g., NDCG)
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Block Ranking

Challenges

LTR models require using a common feature
representation across all elements

LTR models learn an element-type agnostic relation
between features and relevance

Vertical block ranking requires methods that can handle
different features for different verticals

Vertical block ranking requires methods that can exploit a
vertical-specific relation between features and relevance
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SVM Rank

Learning To Rank

= These requirements can be satisfied by modifying the
feature representation

1.
2.

Use the union of all features
If a feature is common to multiple verticals, make a

vertical specific copy
Zero all vertical-specific copies that do not correspond to

the vertical in question
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Query Similarity

= Similar queries should have similar predictions

= Gold-standard labels for training can also be shared
between similar (labeled and unlabeled) queries.

= Related to semi-supervised learning.

Related Reading: Li et al. [20], Chapelle et al. [8]
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Summary

= Vertical Selection

= classification problem
= can have a disjoint feature set amongst verticals

= Vertical Presentation

= ranking problem
= a common for verticals feature set is desirable
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Evaluation

109 /169



Vertical Selection

No Vertical

Crovgoration ] _search_ |

Inauguration Day - Wikipedia
The swearing-in of the President of the United States occurs upon the commencement of
a new term of a President of the United States. The United States Constitution mandates
that the President make the following oath or
hitp://en.wikipedia.org/wiki/United_States_presidential_inauguration

t Congressional Committee on Inaugural Ceremor
Charged with planning and conducting the inaugural activities at the Capitol: the
wearing-in ceremony and the luncheon honoring the President and Vice President.
http:/inaugural.senate.gov

Inauguration Day 2009
Official site for the 2009 Inauguration of Barack Obama. Provides information about
events, tickets, and inaugural balls and parades.

hitp:inaugural.senate.gov/2009

Inaugural Addresses of the Presidents of the United States
From George Washington's first address in 1789 to the present. Includes a note on the
presidents who taok the oath of office without a formal inauguration.
hitp://www.bartleby.com/124

News Vertical

inauguration ] search

News Results for Inauguration
+Online inauguration videos set records CNN - 3 hours ago
+Castro watched inauguration, Argentine leader says CNN - 3 hours ago
+Photographer: Inauguration like no moment I've ever witnessed CNN - 4 hours ago

Inauguration Day - Wikipedia
e swearing-in of the President of the United States occurs upon the commencement of
2 new term of a President of the United States. The United States Constitution mandates
that the President make the following oath or.
hitpi/en.wikipedia.org/wiki/United_States_presidential_inauguration

Joint Congressional Committee on Inaugural Ceremonies
Charged with planning and conducting the inaugural activities at the Capitol: the
swearing-in ceremony and the luncheon honoring the President and Vice President.
http://inaugural.senate.gov

Inauguration Day 2009
Official site for the 2009 Inauguration of Barack Obama. Provides information about
events, tickets, and inaugural balls and parades.
hitp::inaugural senate.gov/2009

Inaugural Addresses of the Presidents of the United States
From George Washington's first address in 1789 to the present. Includes a note on the
presidents who took the oath of office without a formal inauguration.
hitp://www.bartleby.com/124




Evaluation Notation

Vertical Selection

set of evaluation contexts (queries)
set of candidate verticals

e.g. {Web, news, ...}

set of verticals relevant to context ¢

predicted vertical for context ¢
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Vertical Selection

Accuracy

= relevance: a vertical is relevant if satisfies some possible
intent.

= objective: predict appropriate vertical when relevant;
otherwise, predict no relevant vertical.

= metric: accuracy

Related reading: Arguello et al. [5]
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Vertical Selection

Accuracy

s I(0g €Vy) Vg #0
Oz, =0) V=0
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Vertical Selection
Utility

= relevance: a vertical is relevant if satisfies the intent of a
particular user at a particular time.

= objective: predict appropriate vertical when relevant;
otherwise, predict no relevant vertical.

= metric: utility of whole page layout

Related reading: Diaz and Arguello [12]
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Vertical Selection

Utility
1w =1,
u(vy,¥y) = q @ (v = Web) A (3, # Web)

0 otherwise

where 0 < o < 1 represents the user’s discounted utility by being
presented a display above the desired web results.
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Vertical Presentation

Preference

= relevance: a presentation is good if the user can easily
find more relevant content before less relevant content.

= objective: predict appropriate vertical preferences.
= metric: similarity to ‘optimal’ ranking.

Related Reading: Diaz [11]
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Candidate Slots

T 1

T
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Candidate Modules
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Metric

Module Preferences
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Aggregation
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Metric

Evaluation

o, optimal ranking from preference judgments
o, predicted ranking by the system
K(a;,&q) similarity between predicted and optimal rankings

e.g. Kendall 7, Spearman p

Related reading: Arguello et al. [3]
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Evaluation

= User study: small scale laboratory experiment resulting in
a deep, focused understanding of the user-level effects.

= Batch study: medium scale laboratory experiment
producing data and metrics for comparing systems.

= Production data: large scale production experiment
gathering realistic user reactions to different systems.
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= User study: small scale laboratory experiment resulting in
a deep, focused understanding of the user-level effects.
= advantages: fine-grained analysis of system behavior
often situated in a real world task.
= disadvantages: expensive; difficult to reuse results on
drastically different systems; synthetic environment.
= Batch study: medium scale laboratory experiment
producing data and metrics for comparing systems.

= advantages: repeatability; many metrics
= disadvantages: expensive; synthetic environment.

= Production data: large scale production experiment
gathering realistic user reactions to different systems.

= advantages: naturalistic experiment; large scale.
= disadvantages: repeatability difficult.
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Batch Study

editorial pool: sampling editors to assess relevance (e.g.
in-house editorial pool, mechanical turk).

query pool: sampling queries to assess performance.

editorial guidelines: defining precisely what is meant by
relevance.
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Batch Study

vertical selection: queries labeled with all possible
relevant verticals [4].

vertical presentation: queries labeled with preferences
between verticals [3].
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Production Data

user pool: sampling users to assess relevance (e.g.
random, stratified).

implicit feedback: defining user interactions correlated
with relevance (e.g. clicks, hovers).

126 /169



Production Data

vertical selection: infer relevance from clicks on vertical
displays.

vertical presentation: infer preferences from clicks on
vertical displays.
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Production Data

Vertical Selection

inauguration search |

News Results for Inauguration

«Online inauguration videos set records CNN - 3 hours ago
«Castro watched inauguration, Argentine leader says CNN - 3 hours ago
«Photographer: Inauguration like no moment I've ever witnessed CNN - 4 hours ago

Inauguration Day - Wikipedia
The swearing-in of the President of the United States occurs upon the commencement of
a new term of a President of the United States. The United States Constitution mandates
that the President make the following oath or.
htp://en.wikipedia.org/wiki/United_States_presidential_inauguration

Joint Congressional Committee on Inaugural Ceremonies
Charged with planning and conducting the inaugural activities at the Capitol: the
swearing-in ceremony and the luncheon honoring the President and Vice President
http: .senate.gov

Inauguration Day 2009
Official site for the 2009 Inauguration of Barack Obama. Provides information about
events, tickets, and inaugural balls and parads.
hitp::inaugural.senate.gov/2009

Inaugural Addresses of the Presidents of the United States
From George Washington's first address in 1789 to the present. Inclucles a note on the
presidents who took the oath of office without a formal inauguration.
htp:/Avww.bartleby.com/124

click on vertical content
suggests relevance.

skip over vertical content
suggests non-relevance.

click through rate
summarizes the inferred
relevance of a vertical.
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Production Data

Vertical Ranking

Crowguton ] search_|

News Results for Inauguration

«Online inauguration videos set records CNN - 3 hours ago
«Castro watched inauguration, Argentine leader says CNN - 3 hours ago
«Photographer: Inauguration like no moment I've ever witnessed CNN - 4 hours ago

Inauguration Day - Wikipedia
e swearing-in of the President of the United States occurs upon the commencement of
a new term of a President of the United States. The United States Constitution mandates
that the President make the following oath or..

htp://en.wikipedia.org/wiki/United_States_presidential_inauguration

Joint Congressional Committee on Inaugural Ceremonies
Charged with planning and conducting the inaugural activities at the Capitol: the
swearing-in ceremony and the luncheon honoring the President and Vice President.
http://inaugural senate.gov

Inauguration Day 2009
Official site for the 2009 Inauguration of Barack Obama. Provides information about
events, tickets, and inaugural balls and parades.
hitp::inaugural.senate.gov/2009

Inaugural Addresses of the Presidents of the United States
From George Washington's first address in 1789 to the present. Inclucles a note on the
presidents who took the oath of office without a formal inauguration.
htp:/www.bartleby.com/124

skip over a to click on
result b implies b is
preferred to a




Aggregating Performance

= Traffic-Weighted Average
ﬁ Z(u,t,q)ED perf(u,t,q)
= focuses evaluation on the frequent queries
Query Stratified Average
\Q| qug Dy 24(u,t,q)€Dy perf(u,t,q)
= focuses evaluation on robustness across queries
. User—Stratified Average
\u\ ZuEM Da 2a{u,t,q)EDy perf(u,t,q)
= focuses evaluation on robustness across users
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Summary

= Many ways to evaluate aggregation performance.
= Most important metric should be correlated with user

satisfaction (e.g. whole-page relevance).
= All metrics tell you something about the aggregation

system.
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Special Topics in Aggregation



Special Topics

= Dealing with non-stationary intent
= Dealing with new verticals

= Explore-exploit methods
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Intent



Dealing with non-stationary intent

= Vertical relevance depends on many factors.

= Addressing most factors can be addressed with enough
data or careful sampling.
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Dealing with non-stationary intent

= Vertical relevance depends on many factors.
= core context: relevance may depend on the user's

immediate intent
= geography: relevance may depend on the user's location

(e.g. country, city, neighborhood)

= time: relevance may depend on recent events (e.g.
holidays, news events)

= Addressing most factors can be addressed with enough
data or careful sampling.

= core context: sample to include most expected contexts

= geography: sample to include many locations

= time: sample to include many events?
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Dealing with non-stationary intent

= Easy to predict appropriate news intent retrospectively
= Difficult to predict appropriate news intent online
= Possible solutions

= Online learning of event models (e.g. statistical model of
current events) [21]

= Model with temporally-sensitive but context-independent
features (e.g. ‘rate of increase in document volume') [11]
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Dealing with non-stationary intent
Online Language Models

= Language model: a statistical model of text production
(e.g. web documents, news articles, query logs, tweets).
= can compute the likelihood of a model having produced
the text of a particular context (e.g. query, news article)
= conjecture: relevance is correlated with likelihood
= Online language model:
= Topic detection and tracking (TDT): model emerging
topics using clusters of documents in a news article
stream [1].

= Social media modeling: model dynamic topics in social
media (e.g. Twitter) [21, 24].
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Dealing with non-stationary intent

Context-Independent Features

= Approach: Instead of explicitly modeling the words
associated with topics, model the topic-independent
second order effects.
= ‘how quickly is this query spiking in volume?’
= ‘how quickly is the number documents retrieved spiking
in volume?’

= Topic-independent features generalize across events and
into the future (as long as the new events behave similar
to historic events)
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Domain Adaptation for Vertical
Selection



Problem

= Supervised vertical selection requires training data (e.g.,
vertical-relevance judgements).

B NewSs

training
data

no training
data
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Problem

= A model trained to predict one vertical may not
generalize to another
= Why?
= A feature that is correlated with relevance for one

vertical may be uncorrelated or negatively correlated for
another (e.g., whether the query contains “news")
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Task Definition

= Task: Given a set of source verticals S with training
data, learn a predictive model of a target vertical ¢
associated with no training data.

= Objective: Maximize effectiveness on the target vertical
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Learning Algorithm

= Gradient Boosted Decision Trees (GBDT)

e

+ +...+

O O

= |teratively trains decision tree predictors fitting the
residuals of preceding trees

= Minimizes logistic loss
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Generic Model

= Train a model to maximize (average) performance for all
verticals in S and apply the model to the target t.

~

travel

~ /

images

GENERIC
MODEL

local
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Generic Model

= Assumption: if the model performs well across all source
verticals S, it will generalize well to the target .
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Training a Generic Model

= Share a common feature representation across all verticals

= Pool together each source vertical's training data into a
single training set

= Perform standard GBDT training on this training set
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Training a Generic Model

= Each training set query is represented by |S| instances
(one per source vertical)

movies feature vector

traini ng video feature vector

query
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Training a Generic Model

training
query

training
query

= Training set: union of
all query/source-vertical training
pairs auery

training
query
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Training a Generic Model

= Perform standard GBTD
training on this training
set

= The model should
automatically ignore
features that are
inconsistently correlated
with the positive class
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Portable Feature Selection

= Goal: Automatically identify features that may be
uncorrelated (or negatively correlated) with relevance
across verticals in S

= Method

= Treat each feature as a single-evidence predictor

= Measure its performance on each source vertical in §

= Keep only the ones with the greatest (harmonic) average
performance

= Assumption: if the feature is correlated with relevance
(in the same direction) for all verticals in S, it will
generalize well to the target t.
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Model Adaptation

= Use the generic model’s most confident predictions on the
target t to “bootstrap” a vertical-specific model

travel

images

GENERIC
MODEL
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Tree-based Domain Adaptation
[Chen et al. 2008]

= TRADA: adapting a source-trained model using a small
amount of target domain training data

= A GBDT model can be fit to new data (from whatever
domain) by simply appending new trees to the current
ensemble

YN Y

GENERIC MODEL ADAPTATION
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Training an Adapted Model

Use a generic model to make target-vertical predictions
on unlabeled data

Consider the most confident N% predictions as positive
examples and the remaining ones as negative examples

Adapt the generic model by appending trees while fitting
the residuals of the generic model to its own predictions

YN Y

GENERIC MODEL ADAPTATION
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Evaluation

Y

GENERIC MODEL
M +%+...+‘ ’i
GENERIC MODEL
My, M &éé +...+“ % + é?+‘}‘+...+‘ %
GENERIC MODEL ADAPTATION
Mg, M +%+...+‘ i + ‘€;+?‘+...+i )i
GENERIC MODEL ADAPTATION

portable features
non-portable features
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Generic Model Results

Average Precision

generic generic

vertical (all feats.) (only portable feats.)
finance 0.209 0.3924
games 0.636 0.683
health 0.797 0.839
jobs 0.193 0.3214
images 0.365 0.390
local 0.543 0.6284
movies 0.294 0.4784
music 0.673 0.7804
news 0.293 0.5484
travel 0.571 0.6394
video 0.449 0.6914
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Model Adaptation Results

Average Precision

generic trada trada

vertical  (only portable feats.) (all feats.) (only non-portable feats.)
finance 0.392 0.328 0.407
games 0.683 0.660 0.8174
health 0.839 0.813 0.868
jobs 0.321 0.384 0.348
images 0.390 0.370 0.4994
local 0.628 0.601 0.614
movies 0.478 0.462 0.5874
music 0.780 0.778 0.8664
news 0.548 0.556 0.6654
travel 0.639 0.573" 0.7004
video 0.691 0.648 0.722
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Feature Portability

= Some features were more portable than others (high
h-avg performance across source verticals)

o

o

<}
|

0.15

h-avg performance
o
IS
1

b= N

0.05 4 ¥

features
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Feature Portability

= The most portable features correspond to unsupervised
methods designed for homogeneous federated search

1

|

soft.redde [Arguello et al., 2009]

o

o

o
|

0.15

o

=

S)
|

i redde [Si and Callan, 2003]
# qlog [Arguello et al., 2009]

h-avg performance

005 4 ¢ gavg [Seo and Croft, 2008]

features
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Summary

A generic vertical selector can be trained with some
success

Focusing on only the most portable features (identified
automatically) improves performance

Vertical-specific non-portable evidence is useful but
requires training data

Can be harnessed using pseudo-training examples from a
generic model’s predictions at no additional cost
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Explore /exploit methods



Explore/Exploit

Featured Entertainment \ Sports \ Life

McNair's final hours
revealed

STORY:
d th®4at L- r'stedleged killer

as losing control. » Details

| * UConn murder victim mourned
@, Find Steve McNair murder case

a St@P PcNair's final hours = W;\F dozens of 'shooting

redealdtl st ight

ﬂ CiELz(awford stays fierce ﬁ\ At 4 big moment, star
=8 in mini || pla 't around

» More: Featured | Buzz

= Exploit: Choose articles/sources with highest expected
quality for short-term reward.

= Explore: Choose articles/sources with lower expected
reward for long-term reward.

= Typical solution: Multi-arm bandits

Related reading: Li et al. [18]
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Multi-armed bandit

= Problem: Each news article/source can be considered as
an arm.

= Task: Present stories (pull arms) to maximize long term
reward (clicks).

Related reading: Li et al. [18, 19]
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Multi-armed bandit

= Naive strategy: with probability €, present a random
article.

= Better strategy: sample according to confidence that the
article is relevant (e.g. Exp4, Boltzmann sampling)

= Extension: incorporating prior information (a.k.a.
contextual bandits)

Related reading: Auer et al. [6], Sutton and Barto [32]
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Future Directions
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Short Term

= Diversity in vertical presentation

verticals can be redundant (e.g. news, blogs)
verticals can be complementary (e.g. news, video)
should evaluate whole page relevance when aggregating

= Attention modeling

some verticals can visually attract a user’s attention
without being relevant (e.g. graphic advertisements)
need a better understanding of attention in response to
automatic page layout decisions
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Medium Term

= Relaxed layout constraints

the majority of work has focused on aggregation into a
conservative ranked list layout.
can we consider arbitrary layouts?

= Detecting new verticals

currently the set of candidate verticals is manually
curated

can we automatically detect that we should begin
modeling a new vertical?

166
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In Future, You are the Core Content

facebook.

Related Reading: Kinect
http://www.xbox.com/en-US/kinect
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In Future, You are the Core Content

R

o Subway service

suspended.

Related Reading: Project Glass http://bit.ly/HGqZcV
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