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Abstract

Retrieval-augmented Generation (RAG) is pow-
erful, but its effectiveness hinges on which
retrievers we use and how. Different retriev-
ers offer distinct, often complementary signals:
BM25 captures lexical matches; dense retriev-
ers, semantic similarity. Yet in practice, we
typically fix a single retriever based on heuris-
tics, which fails to generalize across diverse
information needs. Can we dynamically se-
lect and integrate multiple retrievers for each
individual query, without the need for manual
selection? In our work, we validate this intu-
ition with quantitative analysis and introduce
a mixture of retrievers: a zero-shot, weighted
combination of heterogeneous retrievers. Ex-
tensive experiments show that such mixtures
are effective and efficient: Despite totaling just
0.8B parameters, this mixture outperforms ev-
ery individual retriever and even larger 7B mod-
els—by +10.8% and +3.9% on average, respec-
tively. Further analysis also shows that this mix-
ture framework can help incorporate special-
ized non-oracle human information sources as
retrievers to achieve good collaboration, with a
58.9% relative performance improvement over
simulated humans alone.

1 Introduction

Although Retrieval Augmented Generation (RAG)
(Lewis et al., 2020) has been shown to improve
the reliability and reduce the hallucination of large
language models (LLMs), no single retriever is
optimal for all queries. For example, in encyclo-
pedic question answering tasks such as Natural
Questions (Kwiatkowski et al., 2019), embedding-
based retrievers like DPR (Karpukhin et al., 2020b)
often outperform token-based approaches like
BM25 (Robertson and Zaragoza, 2009). In con-
trast, in specialized domains such as medicine and
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Our code is available at https://github.com/Josh1108/
MixtureRetrievers.

biology, token-based approaches remain a strong
baselines (Thakur et al., 2021). Because retrieval
effectiveness can vary significantly across domains
and even across queries, finding a universally opti-
mal retriever remains an open problem, highlight-
ing the importance of understanding query-level
comparative advantages among retrievers, rather
than relying solely on aggregate performance. As
a result, to accommodate real-world applications
with diverse query types (Sawarkar et al., 2024),
a core challenge is to select appropriate retrievers
and combine their content.

In this work, we propose a solution in the form
of Mixture-of-Retrievers (MoR) framework. In-
spired by the Mixture-of-Experts architecture (Ja-
cobs et al., 1991; Shazeer et al., 2017), MoR dy-
namically selects and combines retrievers for each
query by leveraging signals collected both before
and after retrieval, eliminating the need for manual
retriever selection. Specifically, as shown in Fig-
ure 1, MoR adopts a multi-granularity retrieval strat-
egy (Chen et al., 2023b) to expand the pool of re-
trievers and exploit their complementary strengths
operating on different semantic units. Based on
work from aggregated search (Arguello and Diaz,
2013), we consider retriever-trustworthiness sig-
nals at different stages: (i) pre-retrieval signals,
where we extend the notion of model familiarity
from the when-to-retrieve literature (Mallen et al.,
2023; Zhao et al., 2023) to the retriever-level, and
(i) post-retrieval signals, where we design signals
akin to query performance prediction (Diaz, 2007;
Long and Chang, 2014; Roitman, 2017; Arabzadeh
et al., 2024). Using these signals, we compute per-
query, per-retriever weights subsequently used to
adjust the relevance scores, enabling effective re-
ranking of the aggregated retrieval results from the
entire pool of retrievers.

We conduct extensive experiments on four com-
plex scientific domain retrieval tasks featuring di-
verse queries (Boteva et al., 2016; Cohan et al.,
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Figure 1: We demonstrate Mixture of Retrievers (MoR), which handles diverse queries—such as keyword-based,
general, and factual questions—by combining multiple retrievers: BM25, DPR, and SimCSE. MoR assigns trust-
worthiness weights to each retriever in a zero-shot manner, then aggregates and re-ranks document scores across
databases of varying granularity to produce the final output.

2020; Wadden et al., 2020; Welbl et al., 2017). Our
results show that variants of MoR outperform in-
dividual retrievers, including the state-of-the-art
GritLM (Muennighoff et al., 2024) in both retrieval
and RAG tasks. This shows that MoR determines
the strengths and weaknesses of different retrievers
and effectively automates retriever selection.
Notably, our further analysis demonstrates that

the mixture and fusion strategy generalizes across
a wide range of retriever types, including token-
based, embedding-based, and even “human re-
trievers", where humans provide noisy but use-
ful information in response to queries. This high-
lights the potential of human-LLM collaboration
in knowledge-intensive tasks, achieving on average
1.4x performance of MoR alone and a +58.9% rela-
tive gain over purely simulated human responses.
In summary, our main contributions are:

We identify the query-level comparative advan-
tages and propose the MoR architecture to im-
prove retrieval performance with folk wisdom.
We design a zero-shot method to construct MoR
with multi-granularity deep fusion, pre-retrieval
signals, and post-retrieval performance predic-
tion, which achieves improved performance and
robustness over existing retrievers.

Further analysis on simulated noisy human ex-
perts shows MoR can potentially help estimate
human retriever trustworthiness from a give cor-
pus, and improve the human-LLM collaboration
on knowledge-intensive tasks.

2 Related Work

Adaptive treatment in RAG. Recent advance-
ments in RAG have increasingly adopted to apply
diverse strategies to enhance adaptability across
diverse tasks. Sawarkar et al. (2024) seek to com-
bine lexical and semantic retrievers via designing

fixed query types. In parallel, various studies have
investigated adaptive query treatment mechanisms
for differen purposes, including identifying rele-
vant knowledge sources (Guerraoui et al., 2025;
Lee et al., 2024), adapting retrieval strategies based
on query complexity (Mallen et al., 2023; Zhao
et al., 2023; Jeong et al., 2024), optimizing re-
trieval cost-effectiveness (Mu et al., 2024), sup-
porting multimodal tasks (Yeo et al., 2025) and
ranking retrievers through learning (Kim and Diaz,
2025). Instead of choosing fixed specific retriev-
ers, our work dynamically utilizes the information
from all retrievers to combine their complementary
advantages.

Distributed Information Retrieval. Advances in
the adaptive RAG systems are deeply rooted in
foundational research in information retrieval (IR),
particularly the field of distributed information re-
trieval. Concepts such as resource selection (Dai
et al., 2017; Khramtsova et al., 2023), distributed
and federated search (Callan et al., 1995; Callan,
2002; Diaz et al., 2010), meta-search (Glover et al.,
1999; Chen et al., 2001), and query performance
prediction (Diaz, 2007; Long and Chang, 2014;
Roitman, 2017; Singh et al., 2023; Arabzadeh et al.,
2024) for determining where to search are directly
relevant to the modern multi-retriever set up in
RAG systems. Similarly, ideas from aggregated
search (Arguello et al., 2017), and rank fusion tech-
niques (Cormack et al., 2009) have informed how
retrieval signals should be combined across mul-
tiple sources, highlighting the deep connections
between routing in RAG architectures and tradi-
tional IR research. In our work, we study how the
semantics of dense retriever representation space
serve as a strong zero-shot signal to combine infor-
mation from multiple sources.



3 Any folk wisdom among retrievers?

Following existing practice (Ngo et al., 2022; Wang
et al., 2023), we first quantitatively validate our
assumption that retrievers have varying strengths,
and establish the potential of mixturing through
simple query routing.

3.1 Preliminary

The task of retrieval. We consider a set of re-
trievers Ly, where each retriever R; € L. Then
the task of a single retriever is: given a query ¢ and
a corpus D = {d;}, each retriever R; assigns a
relevance score to each document d; using its own
scoring function s;(q, d;) (e.g., cosine similarity).
This results in a score vector s; € RIP!, where |D|
is the size of the corpus. These scores can then be
used to rank the documents.

Datasets and metrics. Then we build a test bed
for various retrievers on retrieval tasks with di-
verse query types, i.e., compared to encyclope-
dic questions in Natural Questions (Kwiatkowski
et al., 2019), these tasks involve complex query-
document relations, e.g., there are multiple condi-
tions organized in a first-order logic (Cai et al.,
2024).  Specifically, with similar setting as
BEIR (Thakur et al., 2021), we consider: (i) NF-
Corpus (Boteva et al., 2016): a medical retrieval
dataset with non technical natural language queries
and a complex terminology-heavy corpus with med-
ical documents; (ii) SciDocs (Cohan et al., 2020):
a scientific document retrieval task with diverse
subtasks such as citation prediction, paper recom-
mendation, etc, with a corpus of documents from
more than ten domains including art, business, com-
puter science, geology, etc; (iii) SciFact (Wadden
et al., 2020): a retrieval task with expert-written sci-
entific claims and evidential abstracts as the corpus;
and (iv) SciQ (Welbl et al., 2017): a large retrieval
dataset with domain-specific text and science exam
style questions. Further statistics and details are
shown in Table 9 in the appendix. Following (Cai
et al., 2024), we use Normalized Discounted Cumu-
lative Gain (NDCG@K) to compare the retrieval
performance, where K denotes the number of top
retrieved documents considered.

A diverse set of retrievers. We consider both
sparse and various BERT-sized (Devlin et al., 2019)
dense retrievers as candidates of L to create our
mixture of retrievers, including (1) unsupervised:
BM25 (Trotman et al., 2014), SimCSE (Gao et al.,
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Figure 2: Performance comparison of different retriev-
ers on SciFact. A Wins B denotes that the gold entry
appears in the top 20 retrieved documents of A, not B.
The rates denote the micro-average of all queries, which
shows clear comparative advantages.

2021), and Contriever (Izacard et al., 2022); (2)
supervised: DPR (Karpukhin et al., 2020a), ANCE
(Xiong et al., 2021), TAS-B (Hofstitter et al.,
2021), GTR (Ni et al., 2022), and MPNet (Song
et al., 2020). The cumulative number of parameters
of Ly is 836 million, i.e., 0.836 B. In addition, we
also set a competitive performance reference with
various large-language-model-based retrievers with
7 billion (7B) parameters: RepLLaMA (Ma et al.,
2023) and GritLM (Muennighoff et al., 2024).

As depicted in Table 1, the above retrievers con-
stitute a diverse set that varies in parameter sizes,
backbone architectures, and training signals. We
include further detailed textual descriptions and
model checkpoints we used in Section A.3.

3.2 Validating the folk wisdom

With the experiment suite in hand, we first validate
our assumption of performance gain from the com-
parative advantages among retrievers with diverse
queries in the same domain. We take SciFact (Wad-
den et al., 2020) as an example to compare the win
rate of retriever pairs across all queries. As shown
in Figure 2, despite the large gap in overall perfor-
mance, DPR can still win on 11.7% queries com-
pared to more advanced TAS-B (Hofstitter et al.,
2021), suggesting a corresponding performance
boost if we are able to select the combine the re-
trievers. Similarly, for retrievers with drastically
different characteristics, e.g., supervised DPR and
unsupervised SimCSE (Gao et al., 2021), despite
similar overall performance, there are significant
comparative advantages.

We further verify the folk wisdom by considering
an analytical case of a mixture of retrievers with
candidates Ly, i.e., query routing. For each query,
we consider a simplified case by selecting the best-
performing retriever, assuming that the mixture
weights just rule out useless retrievers. We denote
these analytical results as Route Oracle. Com-
paring Route Oracle with state-of-the-art LLM
retrievers with 7B parameters, as shown in Table 2,



Retriever ‘ Type ‘ Backbone

Params ‘ Training Signal

Strength

Retrievers relying on general-purpose embeddings

BM25 | Sparse | TF-IDF N/A None (rule-based) Strong zero-shot; fast and interpretable
SimCSE | Dense | BERT-base 110M Self-supervised contrastive on Wikipedia Simple training; effective sentence encoder
Contriever | Dense | BERT-base 110M Unsupervised contrastive (web + Wikipedia) | No labels needed; strong zero-shot
Retrievers trained on query-document pairs
DPR | Dense | Dual BERT-base | 110M Supervised on QA (e.g., SQuAD) Strong in-domain accuracy; widely adopted
ANCE | Dense | Dual BERT-base | 110M Contrastive with ANN negatives Hard negative mining improves retrieval quality
TAS-B | Dense | BERT-base 66M Distilled from ColBERT Efficient; distilled from interaction-heavy model
GTR | Dense | T5-base 220M QA pretrain + MS MARCO finetune Generalizes well
MPNet | Dense | MPNet 110M Permutation + position-aware pretraining Strong encoder for semantic similarity
Retrievers based on large language models
RepLLaMA | Dense | LLaMA-7B 7B Supervised DPR-style dual-encoder High quality; strong long-context handling
GritLM | Dense | 7B LM 7B Joint generative + embedding training SOTA on MTEB (Muennighoff et al., 2022);
dual-purpose model

Table 1: Comparison of retrievers used in or compared with our mixture. We include both sparse and dense models,
varying in architecture, size, and training signals. Additional details are in Section A.3.

Retriever NFCorpus  SciDocs  SciFact  SciQ
RepLlama-7b 38.1 18.1 76.0 65.9
GritLM-7b 38.8 27.7 79.8 79.7
Route Oracle 45.1 35.1 84.4 96.6

Table 2: NDCG @20 comparison across different retriev-
ers and datasets. With Route Oracle as an analytical
way for mixture, we can get better performance than
large language model-based retrievers.

we see that the former achieves consistently better
performance than GritLM (overall +13.5%), which
suggests the potential gain from the mixture.

4 Mixture of Retrievers.

Section 3.2 suggests that mixing small retrievers
has the potential to outperform large ones. How-
ever, Route Oracle operates under a simplified
setting. In practice, identifying the ideal retriever
to route to is nontrivial, and naive routing overlooks
the potential gains from leveraging signals across
multiple retrievers. To address this, we propose
a more practical framework: MoR (Mixture of Re-
trievers), which incorporates a diverse set of signals
capturing interactions between queries, retrievers,
and documents—without relying on groundtruths.

The desiderata. Recall that a retriever R; € Ly
assigns a relevance score s;(g, d;)! to each docu-
ment d;, given a query ¢ and corpus D = {d; }Lzll.
This results in a full corpus-sized vector s; € RIP!.
Each query is then sent to all retrievers, result-
ing in NV relevance scores per document d;, where
N = |Lg| is the number of retrievers.
Concurrently, we compute a scalar weight for

each retriever R;, using a weight allocation func-

IThe scores are normalized to [0,1] for each retriever.

tion f(q, R;, D), which estimates the effectiveness
of R; for the given query. These weights are
then used to compute an adjusted relevance score
5(q,d;) for each document d; via a weighted sum
over all retrievers:

N
§(q, d]) = Z f(Q7 Ria D)Si(qa dj)a
i=1
followed by re-ranking of the documents {d;}
based on the adjusted scores.

A key advantage of this approach is that, due to
the zero-shot nature of our geometry-based scores
in the embedding space, it naturally supports a
plug-and-play integration of diverse retrievers, in-
cluding human information sources that provide
ranked documents, as long as appropriate sentence
embedding models are available. We explore the
collaborative setup further in Section 5.2.

4.1 Comprehensive retriever coverage

Inspired by Chen et al. (2023b) and Cai et al.
(2024), retrieval indices with different granularities
may provide different performance to retrievers,
e.g., sub-question index may be paired better with
keyword matching, while sentence-level index may
work better with semantic embedding-based retriev-
ers. Besides the list of retrievers we introduce in
Section 1, for each retriever R; € Ly, we also con-
sider its variants with various kinds of granularity
matching. We denote this retriever expansion as a
deep fusion of retrievers.

Specifically, we consider four variants of retriev-
ers with different indices: R4 (original questions
and documents), R9P (questions and propositions),
RSP (sub-questions and passage), and R%4P (sub-
questions and propositions), following the origi-
nal notations. To acquire aligned semantic units,



we utilize propositioner released by Chen et al.
(2023b) to break down both queries and documents
into atomic units, i.e., sub-questions and proposi-
tions (atomic short sentences), respectively.2 This
means that we extend the number of retrievers by
four times (4N'), with no adaptation on the retriev-
ers needed. We include details and examples of the
proposition decomposition in Appendix A.2.

4.2 Weighing retrievers’ effectiveness

We explore two complementary weight allocation
methods to form f(q, R;, D): (i) Pre-retrieval: we
estimate which retrievers to focus more on by com-
paring the query embedding to the document em-
bedding centroids generated by each retriever; and
(i1) Post-retrieval: we estimate the effectiveness of
each retriever by comparing its ranked retrieved
documents to the overall corpus distribution.

Pre-retrieval signals. We define pre-retrieval sig-
nals as measures of how likely the retriever can per-
form well on a query before seeking the top relevant
documents from the whole corpus. This is closely
related to the when-to-retrieve problem, where pre-
vious work studies from the angles of query token
occurrences (Mallen et al., 2023) and model fa-
miliarity (Thrust, Zhao et al., 2023). We extend
previous cluster-based familiarity analysis among
queries with LLM generators (i.e., readers) to the
query-document relations with retrievers. Specif-
ically, for the embedding space of each retriever
R, we use KMeans Clustering to build K clusters
{C1,...,Cy} over the corpus D.?

We design the new pre-retrieval signal as the sum
of the vectorized distance from the query vector
(@) to the cluster centroid vectors ({11, ..., Mk })
(weighed by their sizes). Then, when the vector-
ized distance is large, it means that the query vector
is distant from all clusters or with similar distance
to distant clusters. In the former case, the query
is likely an outlier for R;, whereas the latter sug-
gests that the retriever can not categorize the query
into any type of documents. As a result, we down-
weight R;. On the other hand, a small distance
suggests that the query clearly belongs to one type
of document, where we up-weight R; with the re-
ciprocal of the distance. If we denote the retriever

’For a sentence, Alice and Bob had coffee together, the
propositions can be Alice had coffee and Bob had coffee. More
details and efficient proposition representation extraction meth-
ods can be found in (Chen et al., 2023a).

3We choose K to be max(ceil({/[D]), 3).

encoded query as ¢, the pre-retrieval signal is de-
fined as follows:

K

I
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where ¥, = my, — ¢, the vectorized distance point-
ing from the query vector to the centroid embed-
ding my of the k’th cluster (with a corresponding
unit vector ¥y indicating the direction), and |Cy|
being the size of the k’th cluster. This effectively
captures the semantic proximity between the query
and the corpus accessible to the retriever and sig-
nals how closely the query embedding aligns with
the dominant regions of the corpus under R;, with
higher values suggesting greater familiarity.

Post-retrieval signals. We define post-retrieval
signals as measures of how likely the retrieved re-
sults are correct, building on a rich line of work in
the query performance prediction literature (Diaz,
2007; Long and Chang, 2014; Roitman, 2017;
Singh et al., 2023; Arabzadeh et al., 2024). To
preserve the zero-shot nature of our approach, we
use the Moran coefficient (Diaz, 2007), denoted
as IMoran(q, Ri, D). This coefficient produces a
scalar value that quantifies the correlation among
the retrieved documents and has been shown to
correlate with retrieval performance. It builds on
the cluster-hypothesis (Jardine and van Rijsbergen,
1971), which posits that closely related documents
tend to be relevant to the same query. Therefore, a
higher coefficient indicates a greater likelihood that
the retrieved documents are relevant to the query.

In addition to measuring relevance among re-
trieved documents using the Moran coefficient, we
also assess their relevance with respect to the entire
corpus. Similar to our pre-retrieval signals, we fur-
ther extend the sum of the vectorized distance from
query-document comparison to direct document-
document comparison. Suppose that for a query g,
the top-ranked retrieved documents are D,

Dy

1
Z Vi)re(dm Ri7 D)
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where empirically, we set |Dy| = 20.

4.3 Parametric Combination.

Upon acquiring the individual signals, we de-
sign two types of per-query per-retriever weight
allocation methods. For pre-retrieval MoR-pre,



\ NFCorpus SciDocs SciFact Average across datasets
‘ ND@5 ND@20 ND@5 ND@20 ND@5 ND@20 ND@5 ND@20 ND@S5 ND@20
Unsupervised Retrievers
BM25 | 37.8 30.7 14.8 19.9 64.7 69.2 91.9 922 523 53.0
SimCSE | 16.2 13.3 7.6 9.7 27.1 31.2 62.3 67.3 28.3 30.4
Contriever | 42.2 349 135 18.5 64.5 68.5 67.2 70.0 46.9 48.0
Supervised Dense Retrievers
DPR | 25.1 20.7 73 10.4 31.8 37.7 60.6 64.1 31.2 332
ANCE | 199 24.4 9.3 13.1 41.5 453 66.4 69.1 34.3 38.0
TAS-B | 423 34.1 13.8 19.3 60.1 65.6 84.8 86.3 50.3 51.3
MPNet | 45.6 38.7 21.3 30.3 64.9 69.4 68.0 71.9 50.0 52.3
GTR | 42.1 34.1 13.6 18.9 583 62.2 83.3 84.4 493 49.9
Mixture of Retrievers
MoR-pre | 47.7 40.4 20.9 27.5 68.7 72.8 91.4 91.6 572 58.1
MoR-post | 48.0 40.5 21.5 28.1 68.9 732 92.7 92.8 57.8 58.7
LLM-based Retrievers (7b parameters)
RepLLaMA | 39.8 36.4 11.9 18.2 72.5 74.1 63.3 65.9 46.9 48.7
GritLM | 47.7 38.8 20.3 27.7 76.9 79.8 78.4 79.7 553 56.5

Table 3: Performance comparison of different retrievers across datasets using NDCG@5 and NDCG @20 metrics.
Avg. denotes the macro-average across the tasks. Bold indicates the best performing rows. MoR variants achieve
better overall performance than their component retrievers, as well as non-component LLM-based retrievers.

Jore(¢; Ri, D) = Vire(q, Ri, D). For post-retrieval
MoR-post, we consider the parametric combina-
tions of the signals, i.e., fpost(q, Ri, D)=a- Vore +
b - Ivoran + € - Vpost, Where coefficients (a, b, c) are
hyperparameters. Empirically, we select the final
set of (a, b, ¢) for MoR-post as (0.1,0.3,0.6). We
use the same set of a, b, c for all queries. We also
note that the optimal sets can vary across queries,
where query-specific coefficients can constitute an
interesting future investigation. More details are in
our Limitations (Section 6).

5 [Experiments and Analyses

To assess the MoR usefulness, we first compare the
retrieval and RAG performance of MoR with vari-
ous supervised and unsupervised retrievers in Sec-
tion 5.1, using retrievers in Section 3.1.* Then,
we experiment on how the mixture framework can
help incorporate specialized non-oracle human in-
formation sources (Section 5.2). We further study
MoR efficiency in Section 5.3. Details of the list
retrievers included in MoR are in Section 3.1.

5.1 Main results: MoR is Effective

MoR improves retrieval performance. From Ta-
ble 3, comparing MoR with their component re-
trievers, we can observe that our zero-shot signals
achieve good performance on combining the query-
document scores from different retrievers. Across

“RepLLaMA and GritLM are not considered as compo-
nents of L for MoR due to efficiency reasons.

different tasks, MoR-pre achieves improved perfor-
mance over various unsupervised and supervised
retrievers, which demonstrates the significance of
our proposed Ve without searching the most simi-
lar documents from the corpus. Through consider-
ing IMoran and Vjost, MOR-post achieves even better
performance than the pre-retrieval variant, with a
relative 10.8% and 12.2% performance improve-
ment on NDCG@20 over the best unsupervised
and supervised components, respectively.

With further comparison to LLM-based retriev-
ers, we can observe that a mixture of smaller
retrievers can surpass the performance of large
ones, with an overall +3.9% better relative
NDCG @20 improvement over GritLM. Across dif-
ferent tasks, MoR-post achieves better performance
than GritLM on NFCorpus, SciFact, and SciQ with
5 or 20 chunks considered. For SciFact, MoR-post
achieves better performance than its components
and comparable performance to GritLM.

We show detailed qualitative examples in Ap-
pendix A.5 in the appendix to reveal further details
on how MoR works, e.g., selecting the correct one
when most retrievers fail or ignoring the wrong
output from the overall best-performing retriever.

MoR improves RAG performance. Besides the
gain on retrieval performance. We further vali-
date the impact of MoR on RAG with SciFact and
SciQ that have downstream generation tasks, i.e.,
fact-checking and question answering, respectively.
To do so, we use the standard RAG pipeline to



SciFact SciQ
EM@1 EM@3 | EM@l EM@3

BM25 67.4 71.5 64.1 68.8
MPNet 66.9 75.6 57.0 61.3
RepLLaMA 45.9 65.7 56.2 64.1
GritLM 66.9 71.3 61.7 66.8

68.0 74.4 62.9 67.2
729 77.9 66.8 68.8

MoR-pre
MoR-post

Table 4: Retrieval augmented generation performance on
SciFact and SciQ with top-1 (EM@1) or 3 (EM @3) chunks
fed into the reader model. EM denotes using Exact Match as
the metric. Bold indicates the best performing row.

Domain Weights | Medicine Psychology CS Eng.

Medicine Expert 0.6 0.0 0.0 0.0
Psychology Expert 0.0 0.8 0.0 0.0
CS Expert 0.0 0.1 0.8 0.1
Engineering Expert 0.2 0.0 0.1 0.7

Table 5: Averaged weights of V. assigned to each
simulated human expert on queries from different do-
mains. Simulated experts can conduct Oracle retrieval
on their corresponding domains. Bold denotes the high-
est weights for each query domain (column).

feed the doc chunks retrieved into a reader model
Llama-3-8B-Instruct (Touvron et al., 2023b). We
use Exact Match (EM @K) to measure the retrieval-
augmented generation performance, where K de-
notes the number of retrieved chunks considered.

From Table 4, we can observe that, similar to
the retrieval performance, MoR shows consistent
performance improvement over baselines, which
demonstrates the effectiveness of MoR on RAG even
without utilizing any signals from the final gen-
eration beforehand to assign weights. Yet, post-
presentation signals from downstream generation,
e.g., accuracy, can still be important future work
beyond our current scope.

5.2 Human as a Retriever

In our main experiments, we mainly consider the
mixture of sparse and dense retrievers, such as
BM25 and DPR. However, for complex scientific
domain retrieval, human experts shall also be con-
sidered as an important source of information. In
this section, we conduct a stress test of MoR to ex-
plore the potential to generalize to all kinds of
information sources, including using humans as
retrievers. Specifically, we simulate human ex-
perts using four domains from the original SciDocs

NDCG@20 Medicine Psychology CS Eng.

GritLM 423 48.1 205 422
MoR-post  44.3 444 20.7 432
Human Experts ~ 71.2 535 40.0 66.2
MoR+Humans  87.2 91.5 94.1 943

Table 6: Performance of each domain with GritLM,
MoR, and MoR+Humans. Each human expert can con-
duct Oracle retrieval on the corresponding domain, but
random retrieval for others. Humans Experts denotes
the retrieval performance when we assign equal weights
to each one’s ranks.

splits’, including Medicine, Psychology, Computer
Science (CS), and general Engineering (Eng.). We
construct 4 corresponding human experts, where
each expert can conduct Oracle retrieval on its own
domain (gold documents are ranked top, and the
rest and ranked with their relevance to the gold
documents). For queries from other domains, the
simulated experts will output random ranks. We
use MPNet to encode the ranked documents into
their semantic representation.

MoR assigns reasonable weights to simulated hu-
man retrievers. With the setting above, we study
whether our Vj,o5t can delegate reasonable weights
to the human experts. From Table 5, we can ob-
serve that experts are consistently weighted high
in their corresponding domains (which means their
ranks will be counted more in the final MoR ranks)
and low in non-expert domains. The reasonable
weights highlight the effectiveness of Vj in a con-
trolled setting, and show that our method has the
potential to help estimate human trustworthiness
from a given corpus.

MoR achieves improved performance to simu-
lated human retrievers. We see from Table 6
that without simulated human experts, MoR achieves
on par performance with GritLM on SciDocs re-
trieval task for these specific domains. However,
through delegating reasonable weights to the hu-
man experts and include their ranks into consid-
eration, MoR achieves consistent best performance
across all domains, outperforms aggregating the
human experts (+58.9% relatively), which shows
its potential of including non-oracle humans as in-
formation sources in collaborative tasks.



Bestof | Retrievers NDCG@20
2 Contriever, GTR 92.6
3 Contriever, GTR. MPNet 92.8
4 SimCSE, DPR, Contriever, GTR 92.9

Table 7: Results mixing a subset of X retrievers for SciQ,
with MoR-post. Mixing the best 2 achieves comparable
results to our original mixture of 8 in Table 3.
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Figure 3: Performance and equivalent retriever used
(%) at different thresholds on MoR-pre weights. Thresh-
old (%) at 95 percentile between min and max weights
allows MoR to maintain most performance with only
around 20% equivalent retriever use.

5.3 Efficiency

In addition to evaluating performance, we also con-
sider efficiency as a key metric for assessing MoR.
Following standard RAG conventions, corpus em-
beddings are pre-computed during offline prepara-
tion. As a result, the primary computational cost
at test time arises from encoding the input queries
and searching for the most relevant corpus entries
— Both increases linearly with the number of dense
retrievers we include. To improve the MoR’s ef-
ficiency, we pose the question: Which retrievers
should we include?

As a stress test, we exhaustively enumerated
all possible subsets of X retrievers drawn from
Lz, and examine the performance of the best
combinations. As shown in Table 7, mixing just
two retrievers can already yield performance com-
parable to mixing all eight. Notably, the best-
performing pair is not composed of the individ-
ually top-performing retrievers (MPNet and BM25,
per Table 3). This suggests that subset selection
can significantly improve MoR efficiency without
sacrificing much performance; However, effective
selection should prioritize complementarity over
absolute performance.

Building on this, we explore a natural exten-
sion to MoR: pre-rejecting certain retrievers using

Shttps://github.com/allenai/scidocs. General en-
gineering denotes non-CS engineering topics.

Granularity Retriever Avg.
Merge Merge ND@20

MoR max mean 46.3
MoR mean mean 352
MoR mean Vore 50.7
MoR none V;)re, IMoram ‘/posl 56.0
MoR-pre Vore 58.1
MoR-post ‘/pre7 Ivoran, Vpost 58.7

Table 8: Ablation studies with retrieval performance of
Avg. NDCG @20 metrics. Granularity Merge denotes
the way to merge the scores of the same retriever oper-
ated in different granularities. Retriever Merge denotes
the way to merge scores from different retrievers.

MoR-pre weights, calculated before observing ac-
tual query-document interactions. Concretely, we
normalize MoR-pre scores into percentiles and ap-
ply a rejection threshold, discarding low-ranking
retrievers accordingly. Figure 3 shows this early
rejection strategy is effective: at a 95th percentile
threshold, MoR maintains strong performance while
using, on average, around only 20% of retrievers

per query.
5.4 Ablation Study

In Table 8, we further validates the design choices
of MoR with ablations. Specifically, we consider
variants of MoR with different treatments on the
weight delegation on various retrievers (Retriever
Merge), as well as their variants on different gran-
ularities (Granularity Merge). From the compar-
ison of the average performance across our task
suite, Table 8 presents that the signals we fetched
show significantly better performance than adhoc
mean or max over the retriever scores for each
query. Besides, the no granularity merge variant
shows the effectiveness of including the deep fu-
sion. Further comparison of individual components
of our method as well as other alternatives, e.g.,
Reciprocal Rank Fusion (RRF), can be found in
Appendix A.4.

6 Conclusion

In this paper, we propose to construct a mixture of
retrievers (MoR) to improve the retrieval generaliz-
ability on diverse and complex retrieval tasks, lever-
aging the comparative advantages among small-
scaled retrievers. To do so, we propose to use deep
fusion considering multi-granularities, as well as
design various pre-/post-retrieval signals to weight
the outputs of each retriever for each query. Ex-
periments on various tasks and settings validate


https://github.com/allenai/scidocs

the consistent and robust performance improve-
ment of MoR compared to its component retriev-
ers and SOTA LLM-based retrievers. Extensive
analysis further sheds light on how MoR can po-
tentially incorporate human information sources
and be implemented with improved efficiency. We
will open-source our code at https://github.com/
Josh1108/MixtureRetrievers.

Limitations

Post-presentation Signals. In our main experi-
ments, we design various effective signals before
and after conducting retrieval. However, there is
one source of signals that can be an important fu-
ture direction - the end-to-end performance after
utilizing the retrieved documents, e.g., the exact
match performance on question answering or the
user satisfaction. We denote such signals as post-
presentation signals, which can potentially extend
the design from the retrieval perspective to the
RAG (Jiang et al., 2023) or agentic retrieval (Li
et al., 2025) perspectives.

Supervised Methods. In this paper, we focus
on proposing the MoR architecture and design of
unsupervised signal sources to allow potential ex-
tensiveness to future retrievers. However, there
is a zoom for potential supervised methods at dif-
ferent stages of MoR. First, intuitively, all the per
query per retriever weight can be learned through
a neural network, considering ¢, R, D', D as the
inputs given a small set of training data, with the
pre-computed optimal weights. Besides, our cur-
rent parametric combination uses one universal set
of coefficients for different signals. Another neural
network can be used to compute the coefficients per
retriever or per query with the query embeddings
as the inputs, which can potentially help model the
different kinds of complexity among queries, i.e.,
the complexity can come from comprehending the
query itself (captured by layer-variance) or the lack
of good entries (captured by post-retrieval signals).
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A Appendix

A.1 Experiment Details

Statistics of the data. Table 9 presents the statis-
tics of four datasets used in our experiments, to-
gether with the statistics of the decomposed queries
and documents, i.e., sub-queries and propositions.
Specifically, due to the max-length requirement
for some dense retrievers such as DPR (Karpukhin
et al., 2020a), we split one document in the original
dataset into several chunks containing a maximum
of 128 words. In this way, we can avoid the loss
of information caused by context overflow. The
retrieved chunk serves as a reference to locate the
corresponding document in the original dataset for
evaluation.

Infrastructure. We conduct experiments on a
Google Cloud Platform instance equipped with
8XNVIDIA L4 GPUs, each with 24 GB of memory.

Setup and Hyperparameters. For retrieval aug-
mented generation, we use a temperature of 0.1 and
top_p value of 0.7 across all tasks.

A.2 Propositionizer details and
decompositions

Propositioner (Chen et al., 2023b)° is an off-the-
shelf model for query and document decomposition.
Using Wikipedia as the dataset, this model distills
GPT-4’s (Achiam et al., 2023) decomposition ca-
pacity into Flan-T5-Large (Chung et al., 2024).

Propositioner breaks down queries and docu-
ments into fundamental components—subqueries
and propositions, respectively. Each proposition
(or subquery) is expected to satisfy the following
three key criteria (Min et al., 2023):

* It should express a distinct semantic unit, con-
tributing to the overall meaning when considered
with others.

¢ It must be atomic and indivisible.

* Following Choi et al. (2021), each proposition
should be self-contained and contextually com-
plete, incorporating all necessary information,
such as resolved coreferences, for unambiguous
interpretation.

The example of subqueries and propositions is
listed in Figure 4.

6h'ctps ://huggingface.co/chentong@0/
propositionizer-wiki-flan-t5-1arge

Query: Citrullinated proteins externalized in
neutrophil extracellular traps act indirectly to
perpetuate the inflammatory cycle via induction
of autoantibodies.

* Subquery-0: Citrullinated proteins are exter-
nalized in neutrophil extracellular traps.

* Subquery-1: Citrullinated proteins act indi-
rectly to perpetuate the inflammatory cycle.

* Subquery-2: The inflammatory cycle is per-
petuated via induction of autoantibodies.

Document: In humans, RNA blot analysis
revealed that Golli-MBP transcripts were ex-
pressed in fetal thymus, spleen, and human B-
cell and macrophage cell lines, as well as in
fetal spinal cord. These findings clearly link the
expression of exons encoding the autoimmuno-
gen/encephalitogen MBP in the central nervous
system to cells and tissues of the immune system
through normal expression of the Golli-MBP
gene. They also establish that this genetic lo-
cus, which includes the MBP gene, is conserved
among species, providing further evidence that
the MBP transcription unit is an integral part of
the Golli transcription unit and suggest that this
structural arrangement is important for the ge-
netic function and/or regulation of these genes.

* Proposition-0: The human myelin basic pro-
tein (MBP) gene is contained within a 179-
kilobase transcription unit.

* Proposition-1: Golli-MBP transcripts are ex-
pressed in fetal thymus, spleen, human B-cell
lines, macrophage cell lines, and fetal spinal
cord.

* Proposition-2: Expression of MBP-encoding
exons in the central nervous system is linked
to immune-system cells and tissues through
normal Golli-MBP expression.

* Proposition-3: The genetic locus that in-
cludes the MBP gene is conserved across
species.

* Proposition-4: The MBP transcription unit is
an integral part of the larger Golli transcription
unit.

* Proposition-5: The structural arrangement of
the MBP and Golli transcription units is impor-
tant for the genetic function and/or regulation
of these genes.

Figure 4: Example of query and document decomposi-
tion with Propositioner.
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Statistic (#)

NFCorpus (Boteva et al., 2016)  SciDocs (Cohan et al., 2020) ~ SciFact (Wadden et al., 2020)

SciQ (Welbl et al., 2017)

Query 1016 1000 1109 884
Multi-subquery queries 641 205 283 252
Subqueries 3337 522 614 874
Documents 3633 25657 5183 12241
Propositions 67110 351802 87190 91635

Table 9: Statistics for the NFCorpus, SciDocs, SciFact, and SciQ datasets. We note that these statistics have been

adjusted to prevent proposition/sub-question decomposition errors.

Model HuggingFace Checkpoint Params

SimCSE (Gao et al., 2021) princeton-nlp/unsup-simcse-bert-base-uncased 110M

Contriever (Izacard et al., 2022) facebook/contriever 110M
. facebook/dpr-ctx_encoder-multiset-base

DPR (Karpukhin et al., 2020a) facebook/dpr-question_encoder-multiset-base oM

ANCE (Xiong et al., 2021) castorini/ance-dpr-context-multi 110M

TAS-B (Hofstitter et al., 2021)
GTR (Ni et al., 2022)

MPNet (Song et al., 2020)
RepLLaMA (Ma et al., 2023)
GritLM (Muennighoff et al., 2024)

castorini/ance-dpr-question-multi
sentence-transformers/msmarco-distilbert-base-tas-b 66M
sentence-transformers/gtr-t5-base

sentence-transformers/all-mpnet-base-v2
castorini/repllama-vi1-7b-lora-passage 7B
GritLM/GritLM-7B

220M
110M

7B

Table 10: Model checkpoints released on HuggingFace and model parameters. For DPR and ANCE, the parameter

count is shared across the dual encoders.

RAG experiment details. The RAG templates
used for SciFact and SciQ are listed below. For
SciQ, we convert the multiple-choice questions into
open-ended questions.

Given the knowledge source: context \\n
Question: query \\n Reply with one phrase.
\\n Answer:

Since SciFact is a fact-checking task, we evalu-
ate whether LLMs can accurately predict the rela-
tionship between a claim and a given context. The
template used for SciFact is as follows:

Context: {context} \\n Claim: {query} \\n
For the claim, the context is supportive, con-
tradictory, or not related? \\n Options: (A)
Supportive (B) Contradictory (C) Not re-
lated \\n Answer:")

\

A.3 Extended Retriever Descriptions

We consider both sparse and various BERT-

sized (Devlin et al., 2019) dense retrievers as can-

didates L to create our mixture of retrievers:

e BM25 (Trotman et al., 2014) is a traditional key-
word matching based sparse retriever that shows
good zero-shot performance (Thakur et al., 2021).

We use TF-IDF vectors to conduct the vector
space operations for BM25.

SimCSE (Gao et al., 2021) employs a BERT-
base (Devlin et al., 2019) encoder trained on
self-supervised contrastive signals on Wikipedia
sentences.

Contriever (Izacard et al., 2022) is an unsuper-
vised retriever evolved from a BERT-base en-
coder, contrastively trained on segments from
unlabelled web and Wikipedia documents.

DPR (Karpukhin et al., 2020a) is built with a
dual-encoder BERT-base architecture, finetuned
on a suite of open-domain datasets with labels,
such as SQuAD (Rajpurkar et al., 2016).

ANCE (Xiong et al., 2021) extend DPR with a
training scheme of Approximate Nearest Neigh-
bor Negative Contrastive Estimation (ANCE).
TAS-B (Hofstitter et al., 2021) is a dual-encoder
BERT-base model distilled from ColBERT on
MS MARCO (Bajaj et al., 2016).

GTR (Ni et al., 2022) is a T5-base encoder, focus-
ing on generalization, pre-trained on unlabeled
QA pairs, and fine-tuned on labeled data includ-
ing MS MARCO.

MPNet (Song et al., 2020) is a BERT-alike model
with advanced pre-training strategy. We use it
as a sentence transformer to serve as a retriever



following (Reimers and Gurevych, 2019).

As depicted in the descriptions, the above re-
trievers vary in parameter sizes, backbone archi-
tectures, and training signals. In addition, we also
set a competitive performance reference with vari-
ous large-language-model-based retrievers with 7
billion parameters.

* RepLLaMA (Ma et al., 2023) extends the dual-
encoder retriever training pipeline of DPR to
LLaMA (Touvron et al., 2023a), which demon-
strates advanced performance and long-context
generalizability.

GritLM (Muennighoff et al., 2024) proposes to
jointly train language models with generative and
embedding tasks, which leads to great perfor-
mance on MTEB (Muennighoff et al., 2022).

Model Huggingface checkpoints and size. Ta-
ble 10 lists model checkpoints on Huggingface
and the model sizes. Our experiments cover mod-
ern retrievers from different architectures (e.g.,
BERT (Gao et al., 2021) or LLaMA (Ma et al.,
2023)) and a wide range of model size, from 66M
to 7B.

A.4 Extended design choice ablation

In Section 5.1, we show the performance of MoR-
pre and MoR-post, which are parametric combina-
tions of various signals extracted from queries and
documents. In this section, we take a closer look at
the individual components used in MoR, i.e., Ve,
Moran, and Vjos, as well as other baseline signals.
For Vjost, we also compare with the version with-
out deep fusion of multiple granularities (denoted
as no D.F.). Following our intuition and design in
Section 4, for pre-retrieval signals, we consider:

¢ Performance Normalization (Perf. Norm.): We
consider the simplest baseline on a development
set that contains 100 queries to compute the re-
trieval performance of each retriever and weight
each of them with the normalized scores (higher
performance indicates higher weights).

» Layer-wise Variance (Layer Var.): motivated by
(Schuster et al., 2022), we consider the layer-
wise variance of the retriever on the first, middle,
and last layers at each neuron to indicate how
much computation is required for the retriever to
process a specific query. The reciprocal of the
variance is then considered as the weight of each
query per retriever.

* Clustering: We consider the variance of the clus-
ter centroids of the vectors of the corpora that are
extracted from each retriever. The reciprocal of
variance is then used as the weight.

* Thrust (Zhao et al., 2023): we utilize the origi-
nal implementation of the target query and 300
sample queries to compute the Thrust score rep-
resenting the retriever familiarity of the queries.
The scores are then normalized to serve as the
weights, where lower familiarity scores denote
less weight.

For post-retrieval signals, we consider:

* Score and Representation Variance: following
(Khramtsova et al., 2023), we utilize the rela-
tions among the top retrieved documents to con-
duct the performance prediction. For score vari-
ance (Score Var.), we consider the variance of
the scores of top-x retrieved documents. Simi-
larly, for representation variance (Rep. Var.), we
consider the variance of their embeddings. The
reciprocal of variance is then used as the weight,
where lower variance denotes higher weights.

* Reciprocal Rank Fusion (RRF; Cormack et al.
2009): following (Langchain, 2025), we con-
sider RRF as a direct baseline to combine the
document ranks of the retrievers.

From Table 11, we can observe that the signals
we designed based on vectorized distances (Ve
and Vjost) are already strong without parametric
combination. On the other hand, the classic Moran
Index contributes to the parametric combination
but is not individually effective in the MoR context.
Deep Fusion, similar to our analysis with Oracle-
deep, improves MoR-post by 3.6% relatively.

For other signals, intuitive variance-based meth-
ods, e.g., Rep. Var., does not show good perfor-
mance on delegating weights to different retrievers.
Further calibration (Zhao et al., 2021) can be a
potential direction to improve this sort of method.
However, Thrust and RRF also present to be good
signals that can be extracted before and after con-
ducting retrieval. For the concision or the proposed
MoR, we did not consider these signals in the para-
metric combination, yet further performance im-
provement is anticipated if we do so.

A.5 Qualitative Analysis

We qualitatively examine the behavior of MoR in
Figure 12. The top block illustrates a scenario



NFCorpus SciDocs SciFact SciQ Avg.
ND@5 ND@20 ND@5 ND@20 ND@5 ND@20 ND@5 ND@20 ND@S ND@20
pre-retrieval signals
Perf. Nor. 40.1 342 13.9 20.2 453 524 21.0 32.8 30.1 34.9
Layer Var. 40.0 34.2 14.0 20.3 34.5 43.8 20.6 32.4 27.3 32.7
Clustering 42.1 352 15.5 214 51.0 57.3 38.7 48.6 36.8 40.6
Thrust 42.8 35.6 15.7 21.3 56.9 61.8 70.0 74.3 46.3 48.2
Vore 47.7 40.4 20.9 27.5 68.7 72.8 914 91.6 57.2 58.1
post-retrieval signals
Score Var. 40.0 34.0 13.7 19.8 41.1 49.0 20.7 30.9 28.9 334
Rep. Var. 39.7 343 14.5 20.7 42.0 49.8 21.3 322 29.4 342
RRF 44.6 37.7 17.0 24.1 64.2 69.2 84.2 85.6 52.5 54.2
Moran 42.6 34.8 15.0 20.5 429 50.7 264 353 31.7 353
Vhost 47.7 404 20.8 27.3 68.8 729 91.5 91.9 57.2 58.1
Vpost no D.F. 47.3 39.7 20.3 27.1 69.3 73.2 822 83.9 54.8 56.0

Table 11: Performance comparison of different signals across datasets using NDCG@5 and NDCG @20 metrics.
Voost no D.F. denotes our method without the deep fusion component.

where most retrievers fail to retrieve the correct
passage, yet MoR successfully identifies the relevant
one. The middle block highlights cases where MoR
improves retrieval by effectively integrating signals
from the most accurate retrievers. Finally, the bot-
tom block demonstrates that MoR, while generally
effective, cannot succeed when all base retrievers
fail to retrieve the correct passage.

A.6 Extended Best Retriever Suite Analysis

In Section 5.3, we discussed the overall best re-
triever suite across tasks, given a different number
of retrievers selected. We also notice that the best
suite can be different for different tasks. In this
section, we further show the best suite for each
task. As shown in Table 7, we can observe that,
similar to what we show in the main paper, the
best suite of retrievers is not necessarily the best-
performing retrievers. For example, on SciQ, the
top-2 performing retrievers are MPNet and BM25
in terms of NDCG@20. However, the best suite is
GTR (supervised) and Contriever (unsupervised).
Such observations further validate our intuition in
designing MoR - leveraging the comparative advan-
tages among them. Similar findings generalize to
other datasets as well.

On the other hand, comparing the retrieval per-
formance of different numbers of Best of X, al-
though the overall performance improve consis-
tently with the a larger retriever list, the perfor-
mance degradation is minor on some tasks. For
example, on SciFact, the gap between Best of 2 and
Best of 5 is 0.06 NDCG@5, which indicate that
an efficient version of MoR to be deployed with a

curated set of retrievers.

A.7 Ethical Statements

We foresee no ethical concerns or potential risks in
our work. All of the retrieval models and datasets
are open-sourced, as shown in Table 9 and Sec-
tion A.3. The LLMs we applied in the experiments
are also publicly available. Given our context, the
outputs of LLMs are unlikely to contain harmful
and dangerous information. The experiments in
our paper are mainly on English.

A.8 Licences of Scientific Artifacts

We conclude the licenses of the scientific artifacts
we used in Table 14. All artifacts are properly used
following their original purposes.

A.9 Notation

We present a list of the notations we used in Ta-
ble 15 for reference.



Query Model Recall@5  Top-5 Retrieved IDs

SimCSE 0 train_7285, test_58, train_1445, test_836, train_7766
ANCE 0 test_58, train_2076, train_7766, train_8201, train_8099
Contriever 0 train_7766, train_4806, train_8201, validation_576, train_7943
TASB 0 test_34, test_983, train_8393, train_4806, train_3573
scig-test_247  MPNet 0 train_2076, train_7766, train_8201, test_836, test_58
GTR 0 train_2076, test_836, train_3573, test_34, train_7766
DPR 0 train_2076, train_8099, test_58, train_1944, validation_576
BM25 1 test_247, test_836, train_6960, train_8201, train_10474
MoR 1 test_836, test_247, train_4806, test_192, train_8201
SimCSE 1 test_0, train_3722, train_3328, train_6009, train_5098
ANCE 1 test_0, train_6072, train_6454, train_4704, train_6736
Contriever 1 test_0, train_2380, train_11507, train_465, train_7579
TASB 0 train_443, train_7373, train_3464, train_9313, train_9608
scig-test_0 MPNet 1 train_4550, train_2886, test_0, train_6009, validation_355
GTR 1 test_0, train_10570, train_4550, validation_355, train_3299
DPR 1 test_0, train_2837, train_6072, validation_582, train_4485
BM25 1 test_0, train_4704, train_10381, train_1544, train_443
MoR 1 test_0, train_4550, train_11207, test_696, train_1997
SimCSE 0 train_677, train_11223, train_490, train_2716, train_5915
ANCE 0 train_7701, train_5441, train_2716, validation_944, train_877
Contriever 0 train_6186, train_6460, train_5114, train_10363, train_3753
TASB 0 train_3753, train_2682, train_11467, train_9762, train_490
scig-test_143 ~ MPNet 0 train_2340, test_669, train_2716, train_8417, train_8583
GTR 0 train_11223, train_3673, train_3753, train_8417, train_2079
DPR 0 train_7701, train_5441, train_2716, train_877, train_4268
BM25 0 train_226, train_3753, train_11223, train_2716, train_3765
MoR 0 train_7534, train_2716, train_490, train_998, train_3753

Table 12: Retrieval performance (Recall@5) and top-5 results per model for queries sciq-test_247, scig-test_0
and sciq-test_143, with correct hits highlighted in dark green.

| Best of 2 Best of 3 Best of 4 Best of 5
Performance \ NDCG@5/NDCG@20 NDCG@5/NDCG@20 NDCG@5/NDCG@20 NDCG@5/NDCG@20
56.9/57.9, 57.2/58.2 57.3/58.2 57.2/58.1
Overall MPNet, GTR Contriever, GTR, SimCSE, DPR, SimCSE, MPNet,
MPNet Contriever, GTR Contriever, GTR,
DPR
92.3/92.57, 92.64/92.77 92.77/92.90 92.84/92.97
SciQ Contriever, GTR Contriever, GTR, SimCSE, DPR, SimCSE, DPR,
MPNet Contriever, GTR Contriever, GTR,
MPNet
22.05/29.86 22.09/29.60 21.89/29.30 21.61/28.30
SciDocs SimCSE, MPNet SimCSE, DPR, SimCSE, DPR, SimCSE, DPR,
MPNet ANCE, MPNet ANCE, Contriever,
MPNet
47.53/40.14 47.84/40.34 47.90/40.31 47.93/40.34
NFCorpus Contriever, ANCE, Contriever, ANCE, DPR, ANCE,
MPNet MPNet Contriever, Contriever,
MPNet, GTR MPNet, GTR
68.58/72.5 68.96/73.08 68.43/72.16 68.64/72.87
SciFact Contriever, Contriever, SimCSE, ANCE, DPR, SimCSE,
MPNet MPNet, GTR Contriever, ANCE, MPNet,
MPNet Contriever

Table 13: Best suite of retrievers for MoR-post with different sizes of the retriever list.



Artifacts/Packages Citation Link License

SciFact (Wadden et al., 2020) https://huggingface.co/datasets/BeIR/scifact cc-by-sa-4.0
SciDocs (Cohan et al., 2020) https://huggingface.co/datasets/BeIR/scidocs cc-by-sa-4.0

SciQ (Welbl et al., 2017) https://huggingface.co/datasets/bighio/sciq cc-by-nc-3.9
NFCorpus (Boteva et al., 2016) https://huggingface.co/datasets/BeIR/nfcorpus cc-by-sa-4.0
PyTorch (Paszke et al., 2019) https://pytorch.org/ BSD-3 License
transformers (Wolf et al., 2019) https://huggingface.co/transformers/v2.11.0/index.html Apache License 2.0
numpy (Harris et al., 2020) https://numpy.org/ BSD License
matplotlib (Hunter, 2007) https://matplotlib.org/ BSD compatible License
vllm (Kwon et al., 2023) https://github.com/vllm-project/vllm Apache License 2.0
LLaMA-3 (Touvron et al., 2023b) https://huggingface.co/meta-1lama/Meta-Llama-3-8B-Instruct LICENSE

SimCSE (Gao et al., 2021) https://huggingface.co/princeton-nlp/unsup-simcse-bert-base-uncased MIT license
Contriever (Izacard et al., 2022) https://huggingface.co/facebook/contriever License

DPR (Karpukhin etal., 2020a) https://huggingface.co/facebook/dpr-ctx_encoder-multiset-base cc-by-nc-4.0
ANCE (Xiong et al., 2021) https://huggingface.co/castorini/ance-dpr-context-multi MIT license

TAS-B (Hofstitter et al., 2021) https://huggingface.co/sentence-transformers/msmarco-distilbert-base-tas-b Apache License 2.0
GTR (Ni et al., 2022) https://huggingface.co/sentence-transformers/gtr-t5-base Apache License 2.0

Table 14: Details of datasets, major packages, and existing models we use. The curated datasets and our
code/software are under the MIT License.

Notation Description
q user query
D corpus (stored retrievable items)

d;

a document in a corpus

Ri(g, D) i’th retriever - simply R;

Lr set of retrievers
N the number of retrievers (|Lz|)
si(q,d;) query-document relevance score from the ¢’th retriever

f(q,Ri, D) MoR weight allocation function
5(q,d;) adjusted query-document relevance score after MoR weight aggregation

Table 15: Notation.
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