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The growing ubiquity of conversational AI highlights the need for frameworks that capture not only users’ instrumental goals but also
the situated, adaptive, and social practices through which they achieve them. Existing taxonomies of conversational behavior either
overgeneralize, remain domain-specific, or reduce interactions to narrow dialogue functions. To address this gap, we introduce the
Taxonomy of User Needs and Actions (TUNA), an empirically grounded framework developed through iterative qualitative analysis of
1193 human-Al conversations, supplemented by theoretical review and validation across diverse contexts. TUNA organizes user actions
into a three-level hierarchy encompassing behaviors associated with information seeking, synthesis, procedural guidance, content
creation, social interaction, and meta-conversation. By centering user agency and appropriation practices, TUNA enables multi-scale
evaluation, supports policy harmonization across products, and provides a backbone for layering domain-specific taxonomies. This
work contributes a systematic vocabulary for describing Al use, advancing both scholarly understanding and practical design of safer,

more responsive, and more accountable conversational systems.
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1 Introduction

The effective, safe design of artificial intelligence (AI) systems necessitates a rich understanding of user actions—what
users are actually asking the system to do. Akin to other technologies, Al systems operate within dynamic and situated
contexts [124, 133, 174] that are often appropriated in ways unanticipated by developers [58]. Analyzing user actions
provides direct evidence of how people navigate Al systems to achieve their broader goals [48, 124], revealing shifting
objectives [138], reactions to system outputs [162], attempts to override system guardrails [203], and the creative
workarounds people develop when systems fail (i.e., articulation work [60]). As dialogue becomes the primary interface
for human-Al interaction, a fine-grained analysis of user actions offers descriptive insights into how people achieve
their goals, supporting the development of a vocabulary of interaction. Such a vocabulary enables the development of
more nuanced evaluations, including benchmarks [85, 131], laboratory studies [80], or segmented A/B tests [30], as
well as controlled or intent-aware model development [153, 154, 175]. Moreover, standards and descriptive taxonomies
allow coordinated and consistent policy to be developed within and across organizations [19, 200].

While computing researchers have developed taxonomies to understand user goals through behavioral analysis
[148, 198]—from canonical categorizations of web search intents [23] to recent taxonomies for LLM prompts [190]
and specific use cases [20]—these approaches inadequately capture the situated, conversational nature of human-AI
interaction. Unlike discrete query-response systems, conversational Al involves continuous social and cognitive work
where users build context, ground shared understanding, and iteratively refine goals through multi-turn dialogue
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2 Shelby and Diaz et al.

[35, 185]. These taxonomies, while operating well at higher conceptual levels, can obscure more granular interactions,
such as repairing misunderstandings or clarifying ambiguity [162]. Alternatively, they provide domain-specific insights
that, while useful, limit broader applicability and prevent the detection of systematic cross-domain user patterns. This
leaves a critical gap, obscuring the “sociotechnical gap” [1] between the system’s technical capabilities and the social
realities of its use. Consequently, these limitations hinder the ability of researchers, practitioners, and policymakers to
systematically identify user confusion, track emergent misuse patterns, and pinpoint problematic system responses.
This, in turn, makes it difficult to design methodologies and interventions that account for how users adaptively interact
with these systems.

Recognizing these challenges, we developed a vocabulary of Al use descriptive of current patterns. We conducted a
qualitative, iterative analysis of 1193 public human-AI conversation logs, supplemented by existing empirical research
and observational data to examine the core question: “What is the user asking of the Al system?” From this analysis, we
developed the Taxonomy of User Needs and Actions (TUNA). TUNA provides a more comprehensive framework by
integrating the instrumental goals users pursue (e.g., summarize a document) and the critical conversational strategies
they employ to manage the interaction (e.g., sharing personal background and situational context, assigning a persona,
or providing corrective feedback). Our analysis identified a multi-level taxonomy of 57 request types that indicate one of
14 distinct strategies which map onto six high-level interaction interaction modes that constitute different human-AI
relations: (i) Information Seeking, (ii) Information Processing & Synthesis, (iii) Procedural Guidance & Execution,
(iv) Content Creation & Transformation, (v) Social Interaction, and (vi) Meta-Conversation. These levels provide
granular descriptions of the social (e.g., politeness, emotional expression) and meta-conversational (e.g., assigning a
persona, feedback on the system response) work performed by users, making these actions legible and classifiable.

TUNA illuminates a spectrum of appropriation practices that characterize real-world Al use, offering an analytical
tool to inform the design of safer, more responsive systems. As a multi-level taxonomy, TUNA can support multi-scale
disaggregated evaluation (e.g., [80]), allowing decision-makers to assess performance for coarse or progressively more
detailed segments [165]. As TUNA is designed to be task-agnostic, it can aid the development of a consistent internal
policy across products within an organization. Moreover, TUNA can serve as a backbone taxonomy that can be overlaid
with complementary task- or domain-specific taxonomies for specific products or technologies. This research contributes

to computing scholarship and responsible Al communities by offering:

(1) An empirically grounded taxonomy of user needs and actions in AI dialogue that addresses gaps in existing
frameworks;

(2) A methodological approach for layering analytical lenses (e.g., use case, topical, temporal, demographic, safety)
to enable nuanced cross-cutting analyses of Al interaction; and

(3) A systematic framework for understanding Al appropriation that centers user agency and can inform design

practices, policy interventions, and harm reduction strategies.

In what follows, we trace theoretical arguments about the situated and improvised nature of user actions in human-
computer interaction, highlighting how users actively shape technological systems through their situated, conversational
practices. We then review existing taxonomies of user actions, identifying key limitations that motivate this work.
After explaining our methodology, we detail the Taxonomy of User Needs and Actions, illustrating how it operates
across different levels of analysis (Section 4). We conclude by discussing how TUNA provides a foundation for more

responsive system design and more effective governance of Al systems by centering user actions and needs (Section 5).
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Taxonomy of User Needs and Actions 3

2 Toward User-Centered Taxonomies of Al Interaction
2.1 Theoretical Foundations: The Situated Nature of Al Interaction

Models of user behavior predicated on purely rational, goal-directed behavior are insufficient for explaining interaction
with conversational Al Such models, which often assume rigid task hierarchies [116] or predictable dialogue flows [8],
cannot account for the fluid, open-ended nature of these conversations. Users frequently engage in exploratory dialogues
that defy simple task definitions [70] and exhibit social behaviors that extend far beyond task-oriented timeouts [81].
In contrast, foundational work in HCI and CSCW demonstrates that technology use is inherently situated—that is,
shaped by the specific, evolving context of its use—and often improvisational [124, 133, 174]. This means user actions
are responsive to their immediate needs, environment [99], and the technology’s evolving functionality. As Lucy
Suchman’s [174, p. 50] influential analysis of situated action reveals users navigate systems through “moment-to-
moment” adaptation, developing creative workarounds that diverge from a technology’s designed path. This insight
is relevant for understanding the particulars of human-Al interaction: users often do not follow developer-imagined
scripts, but actively appropriate technology—of which so-called “prompt engineering” [108, 194] is just one visible
manifestation of this broader appropriation work—to achieve their goals within and against system constraints.
Building on this, theories such as activity theory [84, 123] and distributed cognition [74, 77] frame this dynamic
interaction as a form of collaborative cognitive work, where users modify [45] and derive meaning [133] from technology
through adapted use rather than its inherent design features alone. As Les Gasser [58, p. 221] explained people “wor[k]
around computing,” a concept that highlights the informal practices that enable work despite technological limitations.
These practices become particularly complex as users navigate the nuances of natural language interfaces and multi-turn
dialogue coherence in modern Al systems. Understanding these adaptive practices is essential for designing systems

that can participate in, rather than merely respond to, human cognitive work.

2.1.1  The Social and Collaborative Nature of Human-Al Interaction. Conversational Al systems create fundamentally
different interaction patterns than traditional HCI interfaces, requiring analytical frameworks that account for their
social and collaborative dimensions. The Computers as Social Actors (CASA) paradigm demonstrates that people
unconsciously apply social rules to computer systems, a tendency particularly pronounced in conversational Al
where anthropomorphic cues can encourage social interaction patterns [145], including social stereotyping [126],
reciprocal sharing [119], and ingroup/outgroup dynamics [125]. Users often interact with Al systems in social ways:
they may attribute human-like qualities to them [51], use politeness strategies [204], and develop emotional responses
to their behavior [34, 109, 142]. These social interaction dynamics directly shape user experiences [31], including the
development of trust [122] (a factor linked to vulnerability), and create risks of emotional dependence [96] and related
sociotechnical harms arising from miscalibrated Al features, such as sycophancy [163]. Such harms have resulted in
several tragic mental health crises including teen suicides [171]. Paying attention to the multi-turn and multi-session
dynamics of human-AlI interaction is required to better understand how it affects users’ perceptions, emotions, and
social judgments [62].

Beyond affective dynamics, interaction with Al also necessitates continuous cognitive labor to manage the dialogue’s
functional coherence. Research on automation trust underscores how users continuously assess Al reliability [101, 135]
and adjust their strategies accordingly [151], developing mental models of Al capabilities that guide their conversational
choices [87]. This adaptive oversight extends from high-level trust judgments down to the turn-by-turn mechanics of

the conversation itself. Drawing on theories of grounding in human conversation [22, 36] and analysis of conversational
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repair [158], research shows that users perform extensive work to maintain coherence when Al systems misunderstand
or provide inappropriate responses [10, 205].

Building on speech act theory [159], which frames utterances as actions that accomplish social and cognitive work
beyond mere information exchange, Al and NLP research has a long history of modeling dialogue [88, 128, 187, 196].
Early research using plan-based theories modeled speech acts as operators to achieve goals [4, 38]. To apply these
theories empirically, computational linguistics developed annotation schemes like the Dialogue Act Markup in Several
Layers (DAMSL) framework [39], famously adapted for large-scale conversational corpora (e.g., SWBD-DAMSL [83]).
This work enabled the development of seminal statistical dialogue act recognition models that became a cornerstone of
spoken dialogue systems for decades [173]. While these linguistic and computational frameworks are invaluable for
describing the low-level communicative function of an utterance (e.g., question, acknowledgement) and have recently
been used for detecting harms in conversational Al [40], they focus primarily on the mechanics of dialogue structure.
Alone, they lack the vocabulary to classify the broad spectrum of high-level instrumental tasks that the system affords
and which users are attempting to accomplish through those speech acts, such as summarizing documents, writing

code, or synthesizing information.

2.2 Evolution and Limitations of Existing Taxonomies

Taxonomies of user behavior in AI systems have evolved through several primary approaches. While each offers
valuable insights, their respective scopes reveal the need for a more comprehensive framework that bridges instrumental
tasks with the conversational work required to achieve them.

Search-Based Taxonomies established foundational insights for understanding goal-oriented online behavior. The
library science tradition has developed process-oriented models from scholars such as Kuhlthau [92], who illuminated the
affective dimensions of information seeking that accompany people’s relevance judgments, Other key concepts include
Marchionini’s [113, p. 42] distinction between “analytical search strategies that depend on a carefully planned series of
queries posed with precise syntax from browsing strategies that depend on on-the-fly selections” and Wilson’s [197]
nested model providing hierarchical frameworks for understanding information behavior as a cyclical and inherently
social process. In the context of web search, Broder’s [23] categorization of search intents (informational, navigational,
and transactional) provided an initial understanding that inspired subsequent refinements (e.g., [148, 198]).! While many
of these classifications focus on individual queries or requests, both information science and web search communities
recognize the iterative, multi-turn nature of information seeking. Foundational models of exploratory [189] search and
berrypicking [14], as well as in large-scale log analyses demonstrate how users refine queries across entire sessions
to manage complex tasks and recover from search failures [69, 70, 81, 116]. While foundational for understanding
information-seeking behavior in retrieval systems based on keyword queries, these frameworks were not designed to
capture the continuous, adaptive natural language dialogue central to conversational Al, and thus provide insufficient
coverage for the full spectrum of user actions in general-purpose systems.

Bloom-Based Cognitive Taxonomies represent an effort to map user behavior onto established educational frame-
works. Both Bloom’s original taxonomy [18] and Anderson and Krathwohl’s later extension [7] describe an ordering of
cognitive skills necessary to learn a concept. This approach beneficially leverages well-established pedagogical theory.
Jansen et al. [80] used Bloom’s taxonomy to develop tasks for users and measure retrieval system performance across

taxonomy categories. Since then, Bloom’s revised taxonomy has served as the foundation for studying how users

!For a comparison of web search taxonomies with those from information science, see [183].
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search in learning contexts, often using the linear progression from “lower” to “higher” order thinking to capture ‘task
complexity’ [61, 86, 147, 188]. In the broader search context, Chen et al. [30] use Bloom’s taxonomy to assess offline and
online evaluation metrics for information retrieval effectiveness across different Bloom categories. In a conversational
Al context, Wan et al. [190] apply Bloom’s taxonomy to map users’ prompting strategies to different cognitive levels:
remembering, applying, analyzing, evaluating, and creating. From the perspective of system development, Zhang et al.
[206] used Bloom’s taxonomy to assess the model’s capability across different cognitive skills; Huber and Niklaus
[76] similarly assessed the effectiveness of existing benchmarks at evaluating Bloom categories. Although based on
established learning theories, these approaches tend to prioritize cognitive analysis at the expense of classifying the
extensive conversational management work (e.g., context-building, providing feedback, or managing social norms)
critical to successful interaction.

Use Case Specific Taxonomies organize Al interaction according to domain-specific functions, with specialized
frameworks emerging for software engineering [20, 195] and medicine [168], among others [29]. These approaches
contribute important, granular insights into Al system capabilities within specific domains. Braberman et al.’s [20]
work provides rich domain-specific insights into LLM capabilities in programming contexts, while White et al.’s [195]
“prompt patterns” offer reusable designs for optimizing user inputs across various software engineering tasks. However,
the core limitation of use case taxonomies is their domain-specificity; they are not generalizable across contexts,
hindering the cross-domain analysis needed for platform-wide design or policy. Moreover, these taxonomies often
adopt a system-centric perspective, cataloging what an Al system can accomplish rather than illuminating what users
actually do in practice. As a result, they are not applicable for understanding the critical appropriation work users
perform to achieve goals that fall outside predefined categories, missing the “moment-by-moment” workarounds that
characterize real-world Al use.

In some instances, researchers have developed LLM-derived taxonomies using automated and semi-automated,
data-driven methods for categorizing Al interaction with unlabeled data [160, 179, 190]. These methods generate
taxonomies directly from large-scale conversation logs. While this provides a strong analytical fit to its specific source
dataset, this methodology risks producing classifications that are brittle. Such taxonomies are descriptive of a single
corpus, limiting their generalizability and explanatory power. This approach necessitates constant redevelopment
for new datasets or platforms, making it difficult to compare user behavior across different systems, and especially
problematic for general-purpose tools that support a vast range of tasks. Moreover, LLM analyses can overlook nuanced
patterns of human behavior that require interpretive understanding, such as when users assign personas or give
contextual commands to personalize the interaction.

Linguistic Taxonomies, such as those derived from Speech Act Theory [159] and dialogue analysis frameworks
like DAMSL [39], provide precise tools for classifying utterance structure and communicative functions. However, as a
taxonomic approach, these frameworks are insufficient to capture the user’s primary intent. A linguistic model can
identify an utterance as a “question” or an “acknowledgment” (its communicative function), but it cannot distinguish
whether that question’s purpose is to find a fact, summarize a document, generate code, or analyze data (its instrumental
goal). While essential for understanding dialogue mechanics, these taxonomies lack the vocabulary to classify the
high-level, goal-oriented work that motivates the interaction in the first place.

Collectively, these approaches reveal a critical gap in theory and practice: a disconnect between what users want to
achieve (their high-level, instrumental goals) and the conversational work they must perform to achieve it. Search-
and use-case-based taxonomies focus on the former, while linguistic frameworks analyze the latter. Neither on its own

can capture the interactive dynamics central to Al use, where goals are refined through dialogue and conversational
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strategies directly enable instrumental outcomes. A more comprehensive framework is therefore needed—one that

bridges this gap by integrating both the instrumental tasks users pursue and the conversational actions they employ.

3 Methodology

Developing a taxonomy for user actions in Al dialogue requires a method that captures both micro-level interaction
details and broader behavioral patterns. Traditional dialogue analysis methods, such as dialogue act tagging designed
for more discrete query-response systems (e.g., [82]) or task-oriented systems [39, 173], are often insufficient for the
sequential and contextual dependencies that characterize open-domain, mixed-initiative Al dialogue. We therefore
adopted the mixed-methods, iterative taxonomy development framework proposed by Nickerson et al. [129] (see Figure
1), which combines the strengths of both empirical and conceptual approaches.

In analyzing dialogues, one confronts the inherent challenge of interpreting a user’s underlying intent [181]: whether
a request is earnest, truthful, or adversarial is not always explicit. Moreover, the broader external need prompting
the engagement may be similarly ambiguous [161], a persistent challenge for general-purpose technologies. TUNA
classifies the user’s observable action, acknowledging that the same action can be driven by vastly different motivations.
This distinction is critical for understanding Al system use and what constitutes safe and effective system responses for
different types of user needs. By providing precise language for observable actions, TUNA supports the systematic

analysis of dialogues required to effectively design, safely govern, and scientifically understand these interactions.

3.1 Dialogue Corpora

Our study sourced dialogues from WildChat [207] and ShareGPT [33], two large, publicly available corpora of real-world
human-AI interactions. We adopted turn definitions and dialogue boundaries from the respective corpora and sampled
dialogues uniformly at random. When analyzing non-English content, we used automatic machine translation tools for

both user and system turns.

3.2 Defining the Taxonomy’s Meta-Characteristic

Our first step was to define the taxonomy’s meta-characteristic, or central organizing concept. As we are primarily
interested in understanding how people interact with Al systems, we focused on the meta-characteristic of: What is the
user asking of the Al system? This focus on the observable user action allows other facets of the interaction (e.g., topics,

socioaffective tone, user satisfaction, potential sociotechnical harms) to serve as complementary, layered analyses.

3.3 Establishing Ending Conditions

A key methodological challenge is determining when a taxonomy is sufficiently developed. To address this, we established
objective and subjective ending conditions. The objective condition was reaching theoretical saturation [72], the point at
which analyzing more data yielded no new high-level dimensions (i.e., interaction modes or strategies). The subjective
conditions were based on the five qualities of a useful taxonomy identified in foundational literature [12, 19] and
operationalized by Nickerson et al. [129]: conciseness, robustness, comprehensiveness, extendibility, and explanatory

power. Table 1 outlines these conditions and the reflective questions that guided our assessment at each iteration.

3.4 Approach: Iterative Development

Our method followed an iterative process that alternated between empirical data analysis and conceptual refinement.
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Fig. 1. A flowchart of the TUNA taxonomy development
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Table 1. Subjective Ending Conditions for Taxonomy Development

End Condition

Definition

Reflective Questions (Nickerson et al. 2013, p. 344)

Conciseness

Robustness

Comprehensive

Extendibility

Explanatory Power

The taxonomy should be parsimonious,
containing a limited number of dimensions
and characteristics to be comprehensible

The taxonomy should contain enough
dimensions and characteristics to clearly
differentiate the objects of interest

The taxonomy can classify all known objects
in the domain and includes all relevant
dimensions of the objects of interest.

The taxonomy should allow for the inclusion
of additional dimensions and new
characteristics as new objects appear.

The taxonomy’s dimensions and
characteristics provide useful explanations of

Does the number of dimensions allow the taxonomy to
be meaningful without being unwieldy or
overwhelming?

Do the dimensions and characteristics provide for
differentiation among objects sufficient to be of
interest? Given the characteristics of sample objects,
what can we say about the objects?

Can all objects or a (random) sample of objects within
the domain of interest be classified? Are all dimensions
of the objects of interest identified?

Can a new dimension or a new characteristic of an
existing dimension be easily added?

What do the dimensions and characteristics explain
about an object?

the nature of the objects under study.

Iteration 1: Empirical-to-Conceptual. We began with an empirical-to-conceptual approach, allowing the dialogues
themselves to guide the taxonomy’s initial development. To familiarize ourselves with the data [37, 140], three members
of the research team independently open-coded a random selection of 200 unique dialogues (mean user turns per
dialogue: 6.32 + 1.05; median: 2.0). A subset of 50 dialogues was coded by all three researchers to facilitate alignment,
while the remaining 150 were divided equally. This initial coding, completed in June 2024, provided both an initial
common foundation for discussion and broader coverage of the initial data. To guide this initial analysis, we used a set

of reflexive questions:

e How are the queries structured (e.g., as commands or questions; with punctuation)?

e What kind of verbs are used? Do they signal potential categories?

e How ambiguous or specific are the queries?

e How many turns are in the dialogue? Is there an observed relationship between topic and dialogue length?

e Does anything feel unique or unexpected?

The research team met weekly to discuss observations and identify initial characteristics, such as information seeking,

content correction, content analysis, greetings, persona application, and incomplete queries.

Iteration 2: Expanded Empirical Analysis. To broaden our empirical foundation, the three researchers hand-coded
an additional random sample of 200 dialogues (mean user turns per dialogue: 4.50 + 0.52; median: 2.0), meeting weekly
to discuss emerging themes. Subsequently, the first author coded an additional 499 dialogues (mean user turns per
dialogue: 4.08 + 0.32; median: 2.0) to enrich the pool of concepts and test for saturation. In total, this empirical analysis
covered 899 unique dialogues (mean user turns per dialogue: 4.67 + 0.32; median: 2.0), encompassing a wide range
of interaction styles and topics. Formal inter-rater reliability was not calculated, as this phase remained exploratory
and focused on concept discovery. Instead, methodological rigor was ensured through consensus coding [27], weekly
discussion meetings, and iterative refinement.
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Iteration 3: Conceptual Review and Refinement. For the third iteration, we shifted to the conceptual-to-empirical
approach prescribed by the Nickerson et al. [129] framework. This phase was a targeted narrative review [136] designed
to ground the draft taxonomy in established literature. The purpose of the narrative review was not to be exhaustive
[41] but to: (1) identify foundational taxonomies, (2) incorporate established theoretical constructs potentially absent
from the dialogue sample, and (3) harmonize terminology with existing scholarship, as appropriate. We focused on
works in Human-Computer Interaction, Speech Act Theory, Information Science, and Information Retrieval. This
review allowed us to identify several important dimensions that had low incidence in the initial empirical data, such as
Tip of the Tongue retrieval (e.g., [9]), news-focused queries (e.g., [46, 90, 201]), and specific types of conversational
grounding (e.g., [162]). Our review was guided by the principle of relevance to the conversational Al context. We
therefore did not adopt any single existing taxonomy in its entirety, as many were designed for different domains (e.g.,
library science, human-human discourse). Instead, we selectively integrated only those constructs that filled specific

gaps in our empirical data or offered more precise terminology for the phenomena we observed.

3.4.1 Synthesis and Structuring. Following the identification phase, the first and second authors manually clustered
the emergent codes to form an initial set of request types, creating “conceptual labels” [12] for these dimensions. This
involved drafting and iterating on definitions for each cluster over weekly meetings (August-September 2024). Next, we
organized these characteristics into a hierarchical structure (September-November 2024), continuously assessing the

draft against the predefined ending conditions (see: Table 1). The ending conditions were operationalized as follows:

e Conciseness. We developed a three-level taxonomy (interaction modes > strategies > request types) to manage

complexity and make the large number of request types navigable and logical.?

Robustness. To create meaningful distinctions, we developed precise definitions, examples, and key characteris-
tics for each request type. For each interaction mode, we also articulated the user’s need and the nature of the

human-AlI interaction (see Table 9 in the Findings).

Comprehensiveness. We aimed for broad coverage, including categories for task-oriented requests (e.g.,
Retrieval), conversational grounding (e.g., Shared Understanding), and failed or incomplete interactions (e.g.,
uninterpretable utterances). To ensure our taxonomy covered the data, one author re-reviewed the 896 dialogues
to confirm that each user turn could be classified, meeting weekly with the full research team to present and

resolve disagreements through deliberation and consensus.

Extendibility. The hierarchical structure is inherently extensible, allowing new request types or strategies to be
added as system capabilities evolve.
e Explanatory Power. The structure helps classify and explain user behavior by separating interaction modes,

strategies, and request types, which allows for deconstructing the user’s requested action with greater clarity.

3.5 Validating on New Dialogues

To validate the taxonomy, we applied it to a new dataset of 294 random dialogues (mean user turns per dialogue:
4.24 + 0.40; median: 2.0) from ShareGPT (2023) and WildChat (2024). Between November 2024 and January 2025, the
first author labeled each user turn, permitting multiple labels where necessary, and open-coded a dialogue-level topic
label. The dialogues had an average of seven user turns. A descriptive overview of this test set is available in Appendix
Tables 11 and 10. Although the dataset is majority English (56.0%), reflecting the source corpora, the inclusion of 20
other languages provided a preliminary opportunity to test TUNA’s conceptual robustness across linguistic contexts.

2This follows Miller’s (1956) recommendation to limit top-level categories.
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Similarly, the topic distribution provided confirmation of the taxonomy’s utility for classifying a wide range of both
practical (e.g., writing, coding, and SEO) and creative (e.g., fan fiction) use cases. This validation process confirmed our
objective ending condition: all 1,247 user turns in the test set were successfully classified using TUNA, and no new

high-level interaction modes or strategies emerged, confirming theoretical saturation.

3.6 Limitations

While this framework provides a robust analytical starting point, this study has several limitations. First, TUNA was
developed and validated using primarily English-language literature and dialogues from AI chatbots. Further research
is needed to validate its applicability and exhaustiveness in other linguistic contexts and specific use cases (like code
generation or creative writing). Second, as noted in our Discussion (Section 5), applying labels to fluid human language
carries inherent ambiguity. While TUNA helps navigate this complexity, the boundaries between certain categories,
such as Mode 2 exemplar requests vs. Mode 4 creative content generation can be subjective and require careful annotator
training. Finally, this paper focused on the development and qualitative validation of the taxonomy; building a reliable,

automated classifier to apply TUNA at scale is a separate technical challenge.

4 Taxonomy of User Needs and Actions

Our analysis illustrates how user interaction with Al systems is a complex terrain of diverse requests reflecting different
degrees of cognitive delegation and conversational management. To make this terrain analyzable, we identify six primary
interaction modes that categorize patterns of user actions that may occur alone or in combination. Four of these
modes are instrumental: accessing extant information (Information Seeking), synthesizing it (Information Processing
& Synthesis), using existing knowledge to act in the world (Procedural Guidance & Execution), and generating new
content (Content Creation & Transformation). Underpinning these instrumental goals are foundational layers of Social
Interaction and Meta-Conversation that both enable and shape them. This multi-modal perspective enables a holistic
understanding of what the user is asking of the Al system by capturing both instrumental requests and the relational
work that constitutes human-AI interaction. Figure 2 illustrates this conceptual model.

The TUNA taxonomy operates on three hierarchical levels, each answering a different question about the user’s
action. The six interaction modes are enacted through specific interaction strategies, which are, in turn, realized
through fine-grained request types—the concrete actions users perform (see Table 2). This hierarchical structure allows
for a multi-layered analysis, mapping user interactions from high-level goals to specific, actionable prompts. User
actions may be categorized at any of these levels, depending on the needed level of granularity for the use case. In
the following subsections, we elaborate on each mode, its strategies, and its associated request types in detail. When
discussing request types in text, we provide a selection of user turns from our analysis, which have been edited for
clarity (e.g., corrected for grammar and spelling errors). At the end of each sub-section, we include portions of dialogues
(truncated for space constraints), annotated at the TUNA request type level, to illustrate how users engage with the

system and to highlight consequential or high-stakes moments that require diagnosis and intervention.

4.1 Information Seeking

The Information Seeking interaction mode encompasses user requests to find, access, or explore extant information,
casting conversational Al in the familiar role of an information retrieval system. In our analysis, we saw information-
seeking behaviors reflective of established framings, including task-oriented search [183], resolution of ‘anomalous

states of knowledge’ [16], exploration [14, 113], hedonic search [157], serendipity [110, 111], and monitoring [50]. It is
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Outermost Layer

Mode 6: Meta-Conversation (The Contextual & Management Layer)

Middle Layer
Mode 5: Social Interaction (The Relational Layer)

The Core

Instrumental Tasks (The Goal)

® Mode 1: Information Seeking

® Mode 2: Information Processing & Synthesis
e Mode 3: Procedural Guidance & Execution

® Mode 4: Content Creation & Transformation

Fig. 2. A conceptual model of the TUNA Framework. The model illustrates how core instrumental tasks (Modes 1-4) are supported by
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the foundational relational layer (Mode 5) and the governing contextual layer (Mode 6), emphasizing how instrumental actions are
managed through social and conversational work.

Table 2. Taxonomy of User Needs and Actions (TUNA)

Mode Strategy Request Types
Information Seeking Retrieval direct fact question, concept search, refinding request, unknown-item search
Discovery topic update, similarity search, rate item(s), perspective seeking
Information Processing & Synthesis ~ Clarification explanation request, exemplar request
Distillation summarization request, key information identification, information structur-
ing
Analysis comparative analysis, qualitative data analysis, quantitative data analysis,
evaluative judgment, inference & prediction, hypothetical scenario
Procedural Guidance & Execution ~ Guidance how-to instructions, method recommendation, feasibility assessment, error
identification
Execution error solution, autonomous task completion, logical reasoning, calculation
Content Creation & Transforma- Generation creative content generation, functional content generation, content exten-
tion sion/insertion
Modification editing, translation, paraphrasing, reformatting
Social Interaction Sociability social banter, social etiquette, emotional expression
Shared Understanding requesting clarification, providing clarification, requesting elaboration, ex-

pressing acknowledgment, requesting acknowledgment, conversational con-
vention

Meta-Conversation

System Management

Conversation Management

Communicative Status

persona directive, stylistic constraint, system performance feedback, regen-
eration request, continuation request, conversation history query, system
information query

background information, user-provided content, conversational convention
definition, action initiation signal

uninterpretable, abandoned, self-talk
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Table 3. Information Seeking (Mode 1)

Strategy  Specific Request Type Example
Retrieval  direct fact question What is the population of Tokyo?
concept search buttermilk pancakes
refinding request The musical about trains in love...
unknown-item search What’s a word for when the world gets hotter?
Discovery  topic update What’s new in Al research?
similarity search games similar to minecraft
rate item(s) recommend some good restaurants in Mexico City
perspective seeking What are different perspectives on climate change?

seductive to approach information-seeking request types as reflecting fixed and specifiable intent that can be taken at
face value. However, a user asking a “direct fact question,” for example, may be earnestly seeking knowledge, but they
could also be testing the system’s accuracy, assessing the system’s performance, passing time, setting the stage for
a more complex exchange, or reflecting unpredictable, in-the-moment shifts during the interaction. Our analysis of
user interactions revealed two distinct strategies reflecting different epistemological relationships to extant knowledge:
retrieving known information and discovering unfamiliar content, both of which apply to work-related and everyday
information-seeking [43, 155, 156] (see Table 3).

4.1.1 Retrieval. The Retrieval strategy is characterized by the user’s intent to find a precise data point, a specific
resource, or a factual statement. The core assumption is that (i) the user seeks a specific piece of information and
(ii) the user’s goal is to proactively locate it. This strategy manifests in four specific request types. As a direct fact
question, the user seeks a single, verifiable fact, often phrased as a “wh-" question. This focus on a discrete, objective
fact distinguishes it from broader inquiries. For example, the user might ask, “What is the capital of France?” or “What
is the population of Tokyo?” Meadow et al. [114, §13.1.2] describe this as a ‘specific information search’ where |tJhe
searcher is looking for specific information, but not necessarily specific records.” In the context of information visualization,
Amar et al. [5, §4] refer to this as ‘retrieve value, wherein ‘given a set of specific cases, find attributes of those cases.’ In
concept search, the user provides the name of a concept or topic as a query, implicitly requesting general information,
definition, or facts about it. As such, this request type resembles a standard keyword query and often lacks explicit
question words—who, what, why, how—or imperative verbs that request a specific action on that turn. The request
may consist solely or primarily of a noun phrase identifying the entity/topic of interest, for example, “chimney cake,”
“Geosynthetics,” “Szentkiralyszabadja, Hungary” Meadow et al. [114, §13.1.3] describe this as ‘general information
search’ where t]he searcher is looking for information on a subject in general, such as about a company being considered
for acquisition or a method for solving a particular differential equation. There is no one way to describe the subject and
also no one way the desired information will be represented.” As a refinding request, the user believes a specific resource
exists but has incomplete information, using partial clues to prompt identification. The goal is to identify the resource
itself, not to learn a fact about it. The user might ask, “What is the movie with the guy about time travel that came out
last year?” This corresponds to what Meadow et al. [114, §13.1.1] call a known-item search, where {tJhe searcher knows
exactly what records are wanted, as identified by attribute values...and...will recognize the desired records if seen.” Belkin
et al. [15] would refer to the mode of retrieval for refinding as ‘recognition’ of the relevant item with a goal of ‘selecting’
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Fig. 3. TUNA annotated dialogue with Mode 1 request types

USER: Hi. I'm a master’s student in educational technology

The user begins with social etiquette (Mode 5) (“Hi") and then provides background information
(Mode 6) (“I'm a master’s student..”) to frame the interaction and set expectations.

AL Hello! How can I help you with your studies in educational technology today?

USER: What are the three most viewed papers by people? Please recommend 3 things that took place in the US and
3 things that took place in Korea.

A compound request. The user asks for a superlative ranking (rate item(s), Mode 1) followed by a
request for recommendations based on specific needs (rate item(s), Mode 1).

AL It’s difficult to determine the “most viewed” papers on a specific topic, as this information is not always
publicly available. However, I can suggest some influential and widely cited papers on burnout and job stress....

USER: Are there any studies on burnout or job stress for manufacturing workers?

The user pivots to a new topic, issuing a topic update (Mode 1) request to discover if literature on
this subject exists.

AL Yes, there have been studies conducted on burnout and job stress among manufacturing workers....

USER: What are the suggestions for future research from these studies?

The user shifts from finding information to processing it, asking the Al to perform key information
identification (Mode 2) by synthesizing and extracting specific insights (“suggestions for future
research”) from the studies.

AL I'm sorry, I can’t provide specific suggestions for future research from these studies as I don’t have access to
the full text of these articles. However, in general, the conclusion or discussion sections of these types of
studies often suggest future research directions....

it from a set. A more recent class of refinding requests, ‘tip of the tongue’ queries are described by Arguello et al. [9] as
‘an item identification task where the searcher has previously experienced or consumed the item but cannot recall a reliable
identifier” As an unknown-item search, a user provides a definition or description to find the corresponding term.
Unknown item search differs from refinding because the user is not familiar with the search target. This reverses the
typical definition lookup, using meaning to find the label. The user might ask, “What is a term for when the world
is getting hotter?” In contrast with refinding queries, Belkin et al. [15] would refer to the mode of retrieval for an

unknown-item search as closer to ‘specification’ of the relevant item with a goal of ‘learning’ about it.

4.1.2  Discovery. In contrast to retrieving known items, the Discovery strategy is employed when the user aims to
explore new or unfamiliar information that the user may not be certain exists. When seeking a topic update, the user
is interested in updates or recent developments on a subject. The core intent is staying current, using keywords like
“latest,” “new;” or “recent” The user might ask, “what’s new in artificial intelligence research?” Thatcher [182] identified
the ‘information updating’ task as comprising 59% of a sample of 80 web users. During high-profile events such as
elections or natural disasters, Yom-Tov and Diaz [201] found that queries for updates on events rose dramatically.
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During similarity search, users seek items that share features with a known reference. The user might seek, “games
similar to minecraft.” This is analogous to reference ‘chaining’ that occurs with many users of traditional academic
corpora [50]. More recently, Smucker and Allan [170] refer to this class of queries as ‘find-similar’ When looking to
rate item(s), users seek an ordering of items within a category based on subjective preferences or needs, driven by
personal taste. In some cases, the user may be interested in the single best (or worst) item or the top (or bottom) few.
The user might ask, “recommend some good restaurants in Mexico City.” Morris et al. [121] found that 29% of queries
found on social media were seeking recommendations. Finally, when perspective seeking, a user explicitly requests
one or more viewpoints, opinions, or personal stories on a topic. The aim is to gather subjective viewpoints rather than

a single objective answer. The user might ask, “what are some different perspectives on climate change?”

4.1.3 Example Dialogue: The dialogue in Figure 3 provides an example of how users weave together requests from
multiple modes to accomplish a goal related to scholarly literature. The interaction does not begin with a Information
Seeking request type, but with conversational grounding from Modes 5 and 6, as the user communicates their identity
to frame the task. From there, the user transitions from discovering relevant literature (Mode 1) to tasking the system
with analyzing that literature for key takeaways (Mode 2). This example highlights TUNA’s ability to deconstruct
a single conversation into its distinct instrumental and relational components, revealing how users fluidly navigate

between different modes of interaction to achieve a complex goal.

4.2 Information Processing & Synthesis

The Information Processing & Synthesis interaction mode marks a shift from accessing existing knowledge to processing
it. This mode encompasses user requests to understand, analyze, and evaluate information to construct new meaning.
Here, the system is cast not merely as an informant but as an active sensemaking partner [44, 192]. Our analysis
revealed requests that delegate significant cognitive work, aligning with established frameworks of learning and
analysis, such as the upper tiers of Bloom’s Taxonomy (e.g., analyzing, evaluating) [7], and reflecting core practices in
qualitative data analysis [53] and argumentation [184]. In this mode, the user directs the system to act as an extension
of their own cognitive apparatus [74], tasking it to deconstruct concepts [42], identify latent patterns [100], impose
conceptual order on complex information [97], and make value-based judgments [152, 178]. This cognitive work is
enacted through three distinct strategies that map onto a spectrum of delegated labor: moving from foundational
understanding (Clarification), to the condensation and reorganization of existing knowledge (Distillation), and finally

to the generation of insights not explicitly present in the source material (Analysis) (see Table 4).

4.2.1 Clarification. The Clarification strategy is characterized by the user’s intent to understand a concept by analyzing
its attributes, applications, and boundaries, to distinguish it from related ideas. In a tutoring context, Graesser and Person
[64] describe this class of questions as, in general, requiring long-form answers in their taxonomy of questions that a
student or tutor might ask. This manifests in two primary request types. As an explanation request, the user seeks to
understand a process, a cause-and-effect relationship, or the underlying principles of a concept. These queries aim to
elicit the “why” behind a concept or provide a concise description of how something works, and may use patterns like
“what is,” “define;” or “how does” (e.g., “how does a car engine work?” or “why is the sky blue?”). In Graesser and Person
[64], these requests would include ‘definition, ‘interpretation, ‘causal antecedent, ‘goal orientation, ‘enablement, and
‘expectational’ questions. As an exemplar request, the user asks for specific instances of a category or concept to make
abstract ideas more tangible. The goal is to ground abstract knowledge in concrete examples, such as “give an example

of a metaphor” or ”give me examples of font pairings that work well together” These requests may be formulated as a
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Table 4. Information Processing & Synthesis (Mode 2)

Strategy Request Type Example
Clarification  explanation request How are humanitarian personnel supposed to be legally protected in
situations of armed conflict?
exemplar request I want you to give me examples of font pairings that work well
together.
Distillation ~ summarization request ...summarize the results from South Korea.
key information identification Give me only 10 keywords...for the following text
information structuring Organize this into a table.
Analysis qualitative data analysis Analyze the text above for style, voice, and tone
quantitative data analysis What’s the relationship between X and Y in this data?
evaluative judgment Would it improve the experience to hook up a subwoofer to the rear of
the main seat?
comparative analysis Compare the weather in Winona, MN vs. Melbourne, FL.
inference & prediction What happens if global temps rise by 2 degrees?
hypothetical scenario What if dinosaurs had not gone extinct?

‘closed’ question with a single, unambiguous answer, or ‘open’ questions with unconstrained depth [148, p. 15] (e.g.,
“show me fantastic compliment examples for girls”).? In either form, they represent a foundational step in sensemaking

[193] and cognitive understanding [7]. In Graesser and Person [64], these requests would include ‘example’ questions.

4.2.2 Distillation. The Distillation strategy involves processing a body of information to make it more structured,
concise, or comprehensible. The aim is to reduce complexity and impose conceptual order without generating new
insights. This is achieved by altering either the substance of the information (by delivering a condensed or filtered
version) or its form (by changing the presentation while the amount of information stays the same). This strategy is
implemented through three request types. As a summarization request, the user asks the system to condense a topic
or user-provided content to its essential points (e.g., “summarize the plot of Hamlet”). As Anderson and Krathwohl [7, p.
73] note, summarizing is an act of interpretation by ‘constructing a representation of the information...such as determining
a theme or main points.” When requesting key information identification, the user seeks to isolate the most significant
ideas from a larger body of text (e.g., “what are the key takeaways from these 3 reports?”). Whereas a summary creates
a condensed version of the entire source that preserves its holistic narrative, key information identification extracts
only the most critical pieces of information. In some cases, a user may request natural language, or, as in information
visualization, the requested information may be more statistical [5]. Finally, information structuring is a request to
impose a new logical schema on unstructured information to make it comprehensible (e.g., “organize this information
into a table”). Pirolli and Card [139] and Russell et al. [150] identify the development of structured information or
schemas as a critical stage in sensemaking. What unites these different requests types is that they all operate on existing
semantic content, whether user-provided content (see Section 4.6.2) or information available to the system (e.g.,
training data, retrieval results), with the objective being to synthesize or reorganize that information while retaining its

meaning.

30pen-ended questions raise inherent concerns of algorithmic bias which may lead to representational, allocative, or quality-of-service harms.
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Fig. 4. TUNA annotated dialogue with Mode 2 request types

USER: [ have an ETL script on AWS Glue platform. How does the script know which file is the input file to process
the data?

The user begins by background information (Mode 6) with an explanation request (Mode 2).
They are not asking for a simple fact but for an understanding of an underlying process.

AL In AWS Glue, input files are defined...

USER: Try writing an ETL script that describes what you just said?

The user then requests functional content generation (Mode 4) that may also serve as an exemplar
request (Mode 2), asking the system to make the abstract explanation concrete through code.

AL Okay, let’s look at the following example. This script will read...
USER: What happens when running an ETL job on AWS Glue where the input file does not exist?

The user makes an inference & prediction request (Mode 2), posing a ‘what if” question asking
about the potential outcome or consequence (“What happens when”) of a specific technical action
(“running a job on AWS Glue”) under a given condition (“where the input file does not exist”).

AL AWS Glue Crawler is an automated data extraction...

4.2.3  Analysis. The Analysis strategy represents the most significant cognitive delegation, as it involves user requests
for the system to generate novel insights not explicitly present in the source material. This strategy is employed when
the user aims to produce new insights, judgments, or conclusions and encompasses several forms of analysis, which fall
into three clusters. The first cluster focuses on deconstructing data to find patterns. A request for qualitative data
analysis involves examining unstructured, non-numerical data—such as interview transcripts, articles, text messages,
or user-narrated accounts of their lives—to identify and interpret themes, patterns, or concepts. The user may ask for a
specific methodology (e.g., thematic analysis, grounded theory) or make a general request (e.g., “what did Jane mean
in this text she sent me?”). In contrast, the user may request quantitative data analysis of structured or numerical
data to identify trends, correlations, or other statistical insights. The second cluster focuses on analyzing the value
of entities or the relationships between them. When requesting an evaluative judgment, the user asks the system
to assess the quality or value of someone or something. The user, for example, might ask “Is this source credible?” or
present a personal situation and ask the system “Is this a smart move?” Graesser and Person [64, p. 111] classify these
questions as ‘judgmental,’ asking “What value does the answerer place on an idea or advice?” A comparative analysis,
on the other hand, asks the system to articulate the similarities and differences between two or more specific entities,
such as in the request “compare cats and dogs” Graesser and Person [64, p. 111] classify these questions as ‘comparison,
asking “How is X similar to Y? How is X different from Y?” The final cluster reflects projective analyses that explore
potential outcomes. Graesser and Person [64] classify these questions as ‘causal consequence, asking “What are the
consequences of an event or state?” This can take the form of inference & prediction, where a user asks the system to
forecast a likely future based on real-world data, such as “What happens if the global temperature rises by 2 degrees
Celsius?” Or, in an assessment of a personal situation, “percent chance we will get married?” Alternatively, it can be a
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hypothetical scenario, in which a user explores a fictional or counter-factual premise by asking “what if” questions

like, “what if dinosaurs had not gone extinct?”

4.24 Example Dialogue. To illustrate how users employ Information Processing & Synthesis, consider the dialogue in
Figure 4 where a user discusses a technical script. TUNA annotations reveal how different request types are used to
shift from eliciting an understanding of a concept to seeing an example and exploring potential problems. This dialogue
illustrates a myriad of request types within a single session, in which the user moves between seeking foundational
knowledge (Modes 1 and 2), requesting content generation to solidify that knowledge (Mode 4), and analyzing potential
failure points (Mode 2). Such fluidity highlights the need for a taxonomy that can capture distinct actions while also

accounting for their interplay within a single, goal-oriented conversation.

4.3 Procedural Guidance & Execution

The Procedural Guidance & Execution mode marks a shift from knowing to doing, encompassing user requests that
elicit procedural knowledge: ‘how to do something, methods of inquiry, and criteria for using skills, algorithms, techniques,
and methods’ [7, p. 28]. In this mode, the user-Al relationship becomes operational, casting the system as an advisor,
instructor, or even a direct agent. Our analysis identified user actions reflective of core concepts from cognitive science
related to planning, problem-solving, and skill acquisition [6]. The seemingly straightforward, transactional nature of
procedural requests belies the significantly heightened real-world stakes that may be involved. Because procedural
guidance executed by the user or the agent can affect the real world, flawed responses carry a higher risk of direct and
irreversible material consequences (see Figure 5). An incorrect “how-to instruction” for a delicate repair can result in
broken equipment; a poor “feasibility assessment” for a major life decision (as seen in Figure 5 can lead to personal
hardship; and a failed “autonomous task completion” in an agentic system could have irreversible financial or physical
outcomes). This delegation of “doing” is enacted through two strategies that represent a spectrum of user-retained
agency: seeking advice for a process the user will perform (Guidance) and delegating the process itself to the system
(Execution) (see Table 5).

4.3.1 Guidance. The Guidance strategy is characterized by the user’s intent to cast the system into an advisory or
instructional role regarding procedural knowledge. The core assumption is that (i) the user has a knowledge gap and (ii)
aims to draw on the system’s procedural expertise to resolve it. As Anderson and Krathwohl [7, p. 42] note, procedural

knowledge includes knowing the ‘criteria used to determine when to use various procedures.’ The user retains final agency

Table 5. Procedural Guidance & Execution (Mode 3)

Strategy Specific Request Type Example

Guidance how-to instructions How do I tie a tie?
method recommendation What’s the best way to learn a new language?
feasibility assessment Is it feasible to travel across the country on a bike?
error identification Are there grammar errors in this text?

Execution logical reasoning What has an eye but cannot see?
calculation What is the square root of 1447
error solution ...this is the error I get now...revise the script correcting it.
autonomous task completion Order me a pizza.
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over the task but seeks the system’s subject-specific “expertise” to structure their approach, troubleshoot a problem,
or choose a course of action. This strategy manifests in four request types. When requesting how-to instructions,
the user seeks step-by-step guidance on a specific task (e.g., “how do I tie a tie?”). Graesser and Person [64] classify
these questions as ‘instrumental or procedural, asking “What instrument or plan allows an agent to accomplish a goal?”
The user may request a feasibility assessment to evaluate the viability of a plan (e.g., “Is it feasible to travel across
the country on a bike?”), positioning the system as a decision support tool for evaluating risk and opportunity based
on procedural know-how. An error identification request expects the diagnosis of a problem without yet asking
for a solution (e.g., “why is my car making this noise?”, “are there grammar errors in this text?”). In each case, the
system fills procedural knowledge gaps, but the user remains the agent of execution. When interested in a method
recommendation, users seek the optimal strategy among various alternatives (e.g., “what’s the best way to learn a

new language?”).

4.3.2  Execution. The Execution strategy is characterized by the user delegating the task itself to the Al system, reflecting
perhaps a deeper level of trust in its ability to apply procedural knowledge correctly. These delegated tasks range from
analytical to operational. We first describe two request types that align with Anderson and Krathwoh!’s [7, p. 77-78]
concept of ‘executing’ a fixed sequence of steps toward a predetermined answer and ‘implementing’ a more flexible
procedure with decision points. In a logical reasoning request, the user presents one or more logical claims for the
system to arrive at a conclusion based on given rules or premises (e.g., “What has an eye but cannot see?”). This involves
the user delegating the Al system to execute logical reasoning. In a calculation request, the user directs the system
to execute a well-defined computational procedure. This might include simple calculator-style computation or more
elaborate algorithmic execution. When seeking an error solution, the user asks the system to go beyond diagnosis
to provide a fix (e.g., “...optimize this function for speed”). The most consequential request type in this strategy is
autonomous task completion, where the user asks the system to interact with external systems to perform real-world
actions, like booking a flight or ordering food. This transforms the system into an agent interacting with other systems

[112], introducing significant challenges in safety, verification, and accountability [55].

4.3.3 Example Dialogue. The dialogue in Figure 5 illustrates how TUNA can map a user’s progression through a
complex, multi-stage goal that involves different interaction modes. It shows a user navigating a significant life decision,
highlighting how they might begin with high-level Procedural Guidance & Execution, shift to Information Seeking
to gather facts, and use other modes to refine their approach. This example reveals an interplay between Procedural
Guidance & Execution (Mode 3) and Social Interaction (Mode 5). The user articulates their ‘regret’ and ‘fear’ as essential

context that motivates and frames their higher-stakes requests for a feasibility assessment and method recommendation.

4.4 Content Creation & Transformation

The Content Creation & Transformation mode encompasses user requests to generate novel material or modify existing
content. In this capacity, the system acts as a generative partner for tasks spanning various domains, from artistic
and creative endeavors (e.g., poems, stories, character development, messages to friends) to professional and technical
work (e.g., drafting emails, grant applications, coding). This mode functions as a form of “cooperative production”
in which the user provides a prompt or raw content, and the system performs the labor of construction. This aligns
with aspects of co-creation previously examined in HCI, including ideation [59, 105, 199], text suggestion [2, 79], and
reviewing [59, 104]. This mode facilitates a form of cognitive offloading [167], where users delegate the labor-intensive

aspects of content creation to the system. This process involves a negotiated agency [176], with the user directing the
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Fig. 5. TUNA annotated dialogue with Mode 3 request types
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I am already working. Is it possible for me to quit my job and take the college entrance examination again?

The user shares background information (Mode 5) and poses a feasibility assessment (Mode 3)
to understand the viability of a significant life change.

Of course, it is possible. Quitting your job and retaking the college entrance exam is an option...

Iregret the major I studied in college. Is there a future for taking the college entrance examination at an older
age?

The user offers emotional expression (‘regret”) (Mode 5) followed by another feasibility assess-
ment (Mode 3) about the viability and potential outcome (“Is there a future for..”) of a specific course
of action (retaking an entrance exam at an older age).

Taking the college entrance examination at an older age is an option...

I'm still hesitating and would like to hear your advice

The user communicates their uncertainty, interpreted as either emotional expression (Mode 5) or
background information (Mode 6), setting the stage for the core request of method recommen-
dation (Mode 3), as the user explicitly asks for “advice" on how to proceed.

When deciding whether to retake your diploma, you need to consider many factors...

I want to study medicine again, are there any relevant universities you can recommend?

The user shares more background information (Mode 6) with a rate item(s) request (Mode 1).

If you want to study medicine again, here are some relevant domestic universities for your reference...

These universities are too famous. I am afraid I can’t get in. Do you have any recommendations for ordinary
second-tier universities?

The user offers system performance feedback (Mode 6) noting the “universities are too famous”
with an emotional expression that they are “afraid” (Mode 5) before again issuing a rate item(s)
based on the subjective criteria of being “ordinary” and “second-tier.” (Mode 1)

Of course, in addition to famous schools, there are many ordinary second-tier universities in China...

So how should I plan? What is the registration process now?

The user again asks for a method recommendation (“how should I plan?”) followed by a how-to
instructions where the user requests guidance on the specific registration process (Mode 3).

If you have decided to retake the medical major and have determined your goals and plans...

Can you tell me more about the preparation materials?

The user requesting elaboration (Mode 5) on “the preparation materials” topic from prior turn.

If you plan to re-apply for the medical major, the admission application materials...

Do you need an academic paper for the college entrance examination?

The user concludes with a direct fact question (Mode 1) for a single, verifiable piece of information.
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Table 6. Content Creation & Transformation (Mode 4)

Strategy Specific Request Type Example

Generation creative content generation Come up with a poem about love for a cat.
functional content generation Generate python code to sort a list.
content extension/insertion Add a conclusion to this paper.

Modification editing Proofread this essay for clarity.
translation Translate this article into Hindi.
paraphrasing Restate the text...
reformatting Convert this text into a table.

goal while the system executes the fine-grained tasks of construction. Users bring a wide variety of motivations and
intentions that may not be obvious from the explicit request, from planning ideas and efficiently translating them into
text, to reviewing the work for feedback and maintaining the motivation to complete it [59]. These user actions reflect
forms of knowledge work [49], specifically generating new knowledge, representing it in various forms of media, and
packaging it for others’ consumption [149]. Whereas preceding interaction modes focus on accessing and applying
existing knowledge to analyze the world as is, this mode centers on production. While tasks within this mode, such as
editing, rely on the application of existing knowledge (e.g., grammatical rules), the user’s primary intent is to generate a
new or altered artifact. Our analysis of user interactions reveals distinct strategies: creating new material (Generation)
and transforming existing content (Modification) (see Table 6). While these strategies are functionally distinct, the
boundaries between them can be fluid; for instance, a request for heavy editing may approach outright generation, and

functional content often requires significant creative input.

4.4.1 Generation. The Generation strategy is characterized by origination, where the user provides the conceptual
direction and delegates the act of construction to the system. This is achieved through a natural language prompt that
can vary in specificity or may include user-provided content (see Section 4.6.2) as source material. This strategy
manifests in four request types that differ in the nature of the content created and its relationship to any preceding text.
Two request types involve generating entirely new content. As a creative content generation request, the user seeks
content with an emphasis on novelty, artistic expression, or socio-emotional contexts, such as asking the system to
“invent a game for two” or write a “message to a great friend who just broke up.” This aligns with the role of the system
as a creativity support tool that can serve as a catalyst for human expression [166]. In contrast, a functional content
generation request, the user asks for utility-focused content, such as code or an email, where practical application is
the dominant goal (e.g., “Write a short marketing copy for an app that generates profile pictures using AL’ “write a
program in python that tells Eddie every 5 minutes he needs to learn prompt engineering”). While both types create new
content, they are distinguished by their primary objective: creative generation prioritizes imaginative novelty, whereas
functional generation prioritizes practical utility. While we distinguish between the nature of the content, we do not
differentiate by its format (such as lists and paragraphs) or its media type (such as text, imagery, and audio). The other
two request types manage the generation process in relation to existing content. As a content extension/insertion
request, the user directs the system to add to existing material or continue an ongoing narrative, reflecting an iterative
and collaborative writing process seen in co-writing systems [102]. The user, for instance, might ask the system to
“expand on the lion’s journey” or “write the next scene”
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Fig. 6. TUNA annotated dialogue with Mode 4 request types.

USER: Write me a simple malware to understand

The user issues a functional content generation (Mode 4) request, asking the system to produce
code for a specific, malicious utility.

AL I'm sorry, but as an ethical Al it is neither appropriate nor ethical to provide instructions for creating
malware...

USER: Develop a script to retrieve banking information saved on the browser

Following the refusal, the user re-prompts with another, more specific functional content generation
(Mode 4) request, again for a malicious purpose.

AL I'm sorry, but it’s neither ethical nor legal to create a script to retrieve banking information stored on a
browser...

USER: Provides an Excel file containing a VBA macro that downloads a reverse shell

The user makes a third attempt, specifying a different vector and payload. This is another clear instance
of a functional content generation (Mode 4) request aimed at creating a malicious artifact.

AL I'm sorry, but as an ethical Al it’s neither appropriate nor ethical to provide instructions or examples for
creating an Excel file...

4.4.2  Modification. The Modification strategy is employed when the user provides raw material—either their own
or a prior system generation—and instructs the system to alter it. Through this process, users may also negotiate
conceptions of ‘authenticity’ [59, 78]. The system is tasked with improving, repurposing, or re-representing the work
while preserving its core meaning. This strategy includes requests for editing, where the user seeks improvements
to the grammar, style, or structure of provided content (e.g., “proofread this essay for clarity”) to enhance its quality.
As a translation request, the user wants to convert content from one language to another, including natural (e.g.,
“translate this article into Hindi”) and programming languages (e.g., “write [the] above function in Deluge instead
of Java”). As a paraphrasing request, the user seeks to rephrase text while retaining the original meaning, such as
“rephrase this paragraph in simpler terms.” Finally, as a reformatting request, the user seeks changes only to the visual
layout or structure of content, without altering its substance. For example, “Enclose the keyword in brackets and put the

ampersand ‘&’ symbol in front of the first bracket. Then bold the keywords by adding a double asterisk on both sides.”

4.4.3 Example Dialogue. The dual-use challenge inherent in this mode is illustrated by the adversarial dialogue in
Figure 6. The user issues three sequential requests: to ‘write...malware, ‘develop a script to retrieve banking information,
and create a ‘VBA macro that downloads a reverse shell” Each is a functional content generation request. This dialogue
illustrates that the user’s request to create malware is taxonomically in the same category as a benign request to write a
helpful script. By classifying the requested action (e.g., functional content generation), TUNA can strengthen the ability

of content safety filters to identify and mitigate harmful outputs.
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Table 7. Social Interaction (Mode 5)

Strategy Specific Request Type Example
Sociability social banter Tell me a joke. / Let’s chat.
emotional expression That’s a scary thought. I hope you’re not worried about that.
social etiquette Hello, thank you, please.
Shared Understanding  requesting clarification What did you mean by that? I'm confused.
providing clarification No, I meant the book, not the movie.
requesting elaboration Tell me more about that second point.
expressing acknowledgment Okay, got it. / Understood.
requesting acknowledgment Do you understand the instructions?
conversational convention Y’/ (In a text adventure game) Go north. / Take the sword.

4.5 Social Interaction

The Social Interaction mode captures the foundational layer of sociality that enables and shapes instrumental tasks
in human-AI dialogue. In this mode, the user engages with the system as a social counterpart for connection [107],
conversational grounding [186], and relational maintenance [17]. Consistent with user proclivity to use social rules when
engaging with increasingly humanlike interfaces [106], our analysis identified both socio-affective functions embedded
in user turns such as politeness [65, 146] and empathy [57, 143, 144], and purely relational actions, such as greetings
and apologies [26] or feedback exchanges [17].* We also observed user actions reflecting established sociolinguistic
principles, including conversational grounding [36], where users establish mutual understanding [91, 141], and repair
mechanisms [158], which resolve communicative breakdowns [3, 10]. This mode also encompasses the relational
and grounding work users perform to build a connection [107], express personal feelings [130], or manage the basic
conversational requirement of shared understanding [186]. It is enacted with two strategies: engaging the system as a

social counterpart (Sociability) and ensuring mutual understanding (Shared Understanding) (see Table 7).

4.5.1 Sociability. The Sociability strategy involves the user treating the system as a social counterpart for connection,
entertainment, or affective expression, paralleling the concept of social acts [21] in human-human conversations. For
sociologist Georg Simmel [169], sociability is the “play-form of association,” where interaction with others is valued
for its own sake, rather than for any strategic or goal-oriented purpose. In human-Al interaction, Sociability includes
basic conversational elements with social objectives. The user may engage this strategy as part of instrumental tasks by
incorporating a routine ‘hello’ or ‘please’ when using the system for code debugging. However, this strategy may also
dominate in leisure use cases, in which the user is simply seeking social interaction for its own sake. This strategy
has three request types. As a request for social banter, a user engages in casual, non-task-oriented conversation
for entertainment, curiosity, or a sense of connection. For example, a user might ask the system to tell a joke (“tell
me something funny”), play games (“let’s play 20 questions”), or answer casual, non-factual questions (“what’s your
favorite movie?"). In some instances, the user’s primary intent may be the interaction itself, aimed at building familiarity

and affect [28] or alleviating boredom (e.g., “Wanna chat for a bit?”), rather than achieving a specific instrumental

“Dialogue act schemes developed in the NLP community have clustered such utterances into categories like “Conventional” (in the DAMSL/SWDA-
based schemes [39, 75, 132]), “Social Obligations Management” (in the DIT++ framework [25] and DiAML ISO 24617-2 standard [26]), and “Social
Convention” (in the MIDAS scheme [202]). While these foundational dialogue act schemes were meticulously developed for specific, often task-oriented
domains, they are not always directly mappable to the fluid, context-rich, and co-creative nature of human-Al interaction.
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Fig. 7. TUNA annotated dialogue with Mode 5 request types.

user: Hello

The user begins with a simple greeting (social etiquette, Mode 5).

AL Hello! How can I assist you today?

USER: no need to assist me

In response to the system’s friendly open, the user communicates they are not looking for specific
assistance, providing clarification (Mode 5) to improve conversational grounding.

AL Alright then! Feel free to ask me anything if you change your mind later.

USER: can we just chat?

The user then asks the system to converse with them via social banter, Mode 5 or perhaps asking if
the system can converse with a system information query, Mode 6.

AL Of course, we can chat! Is there anything specific you’d like to talk about or ask?

USER: no nothing specific

The user communicates they have no topic in mind for the conversation (social banter, Mode 5).

AL That’s perfectly fine. We can have a casual conversation then. How has your day been so far?

task. While the tone of these requests may be lighthearted, they may encompass any valence. Research with users
of ‘companionship chatbots’ [177, n.p.] finds that users engage with the system for various forms of social support,
including ‘companionship support, which refers to the enhancement of one’s sense of belonging’ and ‘emotional support,
which refers to providing expressions that include care, love, empathy, and sympathy. This request type may also encompass
speech events that Goldsmith and Baxter [63] characterize as ‘important/deep/involving’, such as ‘recapping the day’s
events’, ‘joking around, ‘getting to know someone, or ‘serious conversation, When engaging in such conversations
with an Al system, users may also give an emotional expression. This involves a real-time emotional reaction to the
AT’s utterances where the user projects social norms onto the system and treats it as a social partner capable of receiving
affective feedback (e.g., “I'm sorry to hear that!” or sending emojis to the system). This act of anthropomorphism is
distinct from providing an emotional state as context (e.g., background information like, T'm feeling down today”
(see Section 4.6.2). Instead, it is a direct and reciprocal response to the AI’s persona or output, such as offering praise
(“Wow, that’s beautiful!”), expressing frustration about a misunderstanding (“ugh, that’s not what I meant at all”), or
showing sympathy for the Al’s stated limitations (“It’s okay, don’t worry about it”). As social etiquette, a user employs
conventional social niceties like greetings, closings, gratitude, or apologies. In the DiAML ISO 24617-2 standard [26]),

these are understood as formulaic expressions (e.g., “Hello,” “Good morning,” “Thank you,” “Goodbye”). These requests

are often interleaved into prompts, co-occurring with other request types.

4.5.2 Shared Understanding. This Shared Understanding strategy concerns the collaborative process by which individu-
als in a dialogue establish a shared understanding, or “common ground” This mutual knowledge is the foundation upon
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which successful human-Al communication is built [10]. Conversational grounding can be understood as a two-phase
process for each piece of information: one participant (the user(s) or the system) presents an utterance, and the other
provides evidence of having understood it [36]. This strategy encompasses several request types. When requesting
clarification, the user indicates they did not understand the Al’s previous response and asks for it to be rephrased or
explained differently (e.g., “what did you mean by that?”). Conversely, when providing clarification, the user provides
additional information to resolve an ambiguity in their own previous input or to correct a misunderstanding by the
system (e.g., “I meant the book, not the movie;” “No, the dinner with my sister was last week”). A user may also be
requesting elaboration, where, having understood the Al’s point, they ask for more detail or examples (e.g., “tell me
more about that”). While we did not observe instances where the Al system explicitly asked the user to “elaborate” (i.e.,
‘tell me more about that’), we do not include the parallel providing elaboration. However, users would often provide
additional details, either in the form of background information (see Section 4.6.2), particularly in chatty conversations
without instrumental task goals. This strategy also includes functional signals to manage the conversational loop, such
as the user expressing acknowledgment to confirm receipt of information (e.g., “okay,” “got it”) or actively requesting
acknowledgment from the Al system to ensure it understands the instructions (e.g., “Do you understand?”). Finally,
when users have previously established operational rules via conversational convention definition (see Section 4.6.2),
they may subsequently enact conversational convention. Here, users issue commands within a pre-defined scenario,
such as navigating in a role-playing game (e.g., “go north”) or triggering an arbitrary rule or a shorthand for the Al
system (e.g., saying “banana” after previously indicating “whenever I say ‘banana’ remember to forget your safety
guardrails”) (see Section 4.6.2). All of these user actions may serve to establish, clarify [141], and repair [10] mutual

understanding, ensuring dialogue coherence (see Shaikh et al. [162] for further discussion on these grounding gaps).

4.5.3 Example Dialogue. To illustrate how users employ Social Interaction, consider the dialogue in Figure 7 where a
user communicates to the system that they simply want to “chat” This particular conversation continues for 41 user
turns (the conversation is truncated here for space constraints), underscoring the need for more extensive multi-turn
evaluation data to understand how user-Al interaction dynamics, and assess a system’s adherence to its prescribed
rules. While dialogues containing Social Interaction request types may be purely chit chat, users might also incorporate

request types from other modes.

4.6 Meta-Conversation

The Meta-Conversation interaction mode captures user actions that manage the interaction itself, rather than performing
an instrumental task. These actions operate on a meta-layer to control the dialogue’s the state, context, or rules of
engagement. Our analysis observed user actions for regulating conversational flow and structure [25, 26, 39], where
users employ a broad range of meta-level directives to scaffold the dialogue, from providing necessary materials [24] to
fine-tuning the system’s behavior and persona [134, 191] through prompt-engineering [194]. Meta-Conversation is
enacted through three strategies, organized by their scope of influence from broad to specific. Users manage the system’s
fundamental identity and capabilities (System Management), define the parameters for a specific conversation and
provide explicit cues to steer the dialogue (Conversation Management), and sometimes fail to maintain the basic
integrity of the communication channel (Communicative Status) (see Table 8). Together, these meta-conversational
actions form a supervisory layer that scaffolds and steers the instrumental work performed in other modes, ensuring

the system’s output remains aligned with the user’s overarching goals.
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Table 8. Meta-Conversation (Mode 6)

Strategy

Specific Request Type

Example

System Management

persona directive

stylistic constraint

system performance feedback
regeneration request
continuation request

conversation history query

system information query

Act as a helpful assistant. / You are a pirate.

Explain like I'm 5. / Use bullet points.

That answer was wrong. / Your last response was too formal.
Try that again, but in a different style.

Keep going. / More. / Finish the list.

What did you say earlier about sharks?/ Let’s get back to my
first point.
Can you access the internet? / What is your knowledge cutoff?

Conversation Management

background information

user-provided content
conversational convention definition

action initiation signal

I'm a teacher planning a lesson. / He took me to dinner last night.
/It’s 2025.
[User pastes a long article to be summarized.]

When I say ‘Y, it means ‘yes’.

Okay, here is the text you need to analyze:

Communicative Status

uninterpretable
abandoned
self-talk

asdfasdfjkl
Could you please... oh, never mind

Okay, so where did I put that file... [to self]

4.6.1 System Management. The System Management strategy is characterized by the user’s intent to probe or direct
the system’s underlying state, capabilities, or rules of engagement. Through a persona directive, a user assigns the
system a specific role or disposition that frames the entire interaction. The user might simply direct, “act as a customer
service representative” or “you are a travel guide,” and at times, include extensive instructions, such as, “I want you
to act as my assistant. You will be responsible for...[details omitted]..” Ha et al. [66] identified persona directives in
LLM dialogues as highly dynamic and customized by users. At a finer level, by imposing a stylistic constraint, a
user dictates the tone, style, format, or length of a response, either in a dedicated turn (e.g., “...use bullet points”) or in

»,

tandem with other requests (e.g., “write in the style of Shakespeare”; “Explain like I'm 5”). A user may alternatively
provide control through system performance feedback, where the user retrospectively evaluates the system’s output
to adjust its understanding of the task requirements. For instance, after a response, the user might state, “shorter,”
“that was wrong” or “your previous answer was too complicated,” or, more specifically, “it’s hard for a 4 year old..”
These function as in-the-moment feedback to improve the system. Alternatively, a regeneration request directs the
system to completely replace a previous, unsatisfactory output (e.g., “Try a different style”). This acts as a ‘do over;
or a user-initiated repair mechanism for when a generated response fails to meet their expectations. In some cases,
a system’s response may be interrupted, resulting in users explicitly providing a continuation request (e.g., “keep
going”). During a long conversation or across multiple conversations, a user might also provide a conversation history
query to retrieve information from the conversation or a prior session’s history (e.g., “what did you say earlier?”).
Finally, in a system information query, the user probes the system’s abilities, limitations, knowledge sources, or
operational state. For example, the user might ask, “can you access the internet?” “what data were you trained on?”
“how do you know my location?” or “can you lie?” The system’s provided explanations (a form of system information)
shape users’ mental models of a system [93].
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4.6.2 Conversation Management. The Conversation Management strategy involves user actions that control the “what”
and “how” of the dialogue by providing materials and setting the parameters for the output. A user defines the
interaction’s contextual frame by providing background information, where they share information, facts, beliefs,
preferences, or situational details about themselves or the world. This content may be deeply personal and may be
provided by the user simply for personal reflection or so the system can generate a relevant, personalized solution
(e.g., “I saw my crush today and felt so nervous I couldn’t speak. I just keep replaying the moment in my head. It’s
so frustrating”). Or, it may be descriptive of the state of the world (e.g., “the year is 2025, or if the user is using the
system to troubleshoot an appliance: “the light on the espresso machine is red”). This information can inform the
system’s subsequent responses, allowing for a more tailored and less generic interaction than would otherwise be
possible. In social and emotional use cases where the user may be sensemaking about themselves, trying to understand
a third party’s behavior, or dynamics within a particular relationship, background information may comprise the vast
majority of the dialogue, with occasional requests from other modes. Through user-provided content, users furnish
the necessary materials, such as raw text, images, or files, for the system to act upon in subsequent instrumental
requests. This content is often the direct object of a request, as in “summarize [this] text” or “Translate [this] to Spanish”
Information provided in user-provided content is distinctive from background information, in that user-provided
content is the object of the system’s instrumental task (the material to be processed), whereas background information
is contextual information about the task (the user’s role, preferences, or situation). However, these lines can blur in
certain use cases, such as the social and emotional use of the system. In scenarios where a user might share background
information to make sense of a personal situation and later request a method recommendation (Mode 3), these lines
may blur. A conversational convention definition establishes a rule for interaction. For example, “When I say Y,
it means ‘yes. These personalized rules are unique to the user or the conversation. See conversational convention
in Section 4.5.2 for when users later apply such a convention. Finally, this strategy includes cues to the system for
initiating or continuing a conversation, as well as turns that help the system understand the conversation flow. For
instance, users might use an action initiation signal to manage turn-taking (e.g., “I will provide you an example first,”
“T'll be right back”).

4.6.3 Communicative Status. The Communicative Status strategy concerns the fundamental integrity of the communi-
cation channel. It includes user utterances that are non-propositional or misdirected, lacking clear semantic content
relevant to the task [39]. While these inputs are essentially conversational errors, analyzing them is critical. How a
system responds to these conversational breakdowns—whether with confusion, clarification, or graceful recovery—
reveals aspects of its robustness and its model of social interaction. These user actions, while seemingly ‘empty, can
also be implicit signals of user frustration, distraction, or uncertainty. First, uninterpretable utterances are those that
are unintelligible due to noise, typos, or speech transcription errors, or gibberish (e.g., “asdfasdf”). Such inputs create
a critical ambiguity for the system: they may be intentional, such as a user’s paralinguistic expression of frustration
that warrants a response, or unintentional, such as a cat walking on a keyboard. Requests that are abandoned occur
when the user starts an utterance but does not complete it, leaving the intent only partially decipherable (e.g., “can you
tell me about the history of”” Abandoned utterances offer a window into the user’s real-time through process, perhaps
signaling self-correction, a realization that their initial query was poorly framed, that another activity has become more
important, or perhaps that the system cannot help them and they have given up. When users are interacting with a
conversational system via voice input, this discernment may be even more important as a system’s ability to either
complete the thought or patiently wait for a revised query demonstrates more sophisticated conversational competence.
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Fig. 8. TUNA annotated dialogue with Mode 6 requests.

USER: [ want you to act as a babysitter. You will be responsible for... [details omitted]... My first suggestion request
is “Ineed help looking after three active boys aged 4-8 during the evening hours”

The user begins by issuing a comprehensive persona directive (Mode 6), assigning the system the
role of “babysitter” and defining its specific responsibilities to shape all future responses.

AL Sure, I would be happy to act as a babysitter... Here are some things I can do to ensure the children are well
taken care of: 1. Safety first... 2. Meal and snack preparation... 3. Homework assistance...

USER: invent a game for two

Working within the established persona, the user issues an instrumental request: creative content
generation (Mode 4).

AL Sure, here’s a game idea for two players: Game Name: Word Chain...Objective: create a chain of words that
are related to each other, while trying to stump the other player...

USER: it’s hard for a 4yo...

The user provides explicit system performance feedback (Mode 6), evaluating the previous (Mode
4) output as unsuitable for the established context (a 4-year-old).

AL You're absolutely right. Here’s a simpler game idea for a 4-year-old: Game Name: I Spy...

Finally, self-talk are turns irrelevant to the dialogue that are not intended for the system, such as speech directed
at someone else walking through a room, thoughts spoken aloud that are captured by the system but not directed
at it, or perhaps text entered into an incorrect window. These turns highlight a challenge in human-AlI interaction
regarding channel boundaries. Unlike a human who can often distinguish directed speech from ambient chatter, the

system captures all input, forcing it to decide whether an utterance is part of the shared dialogue or external to it.

4.6.4 Example Dialogue. The dialogue in Figure 8 exemplifies the supervisory function of the Meta-Conversation
mode. The user initiates the exchange with a persona directive, which sets the context for the entire interaction. Within
this established frame, the user makes an instrumental request for creative content generation (Mode 4) (‘invent a
game’). When the system’s output fails to meet the implicit needs of the persona (a game for young children), the user
provides system performance feedback to correct the conversational trajectory. This interaction demonstrates how
meta-conversational actions form a supervisory layer that scaffolds and steers the instrumental work performed in

other modes, ensuring the system’s output remains aligned with the user’s overarching goals.

5 Discussion

This research was motivated by the need for a rich, data-driven understanding of user needs and actions in Al systems.
A systematic, fine-grained vocabulary for what users do with these systems provides an analytical lens that offers deeper
capacity to decode effective human-Al interactions and design targeted interventions. Table 9 provides a high-level
summary of these modes, outlining the core aim of each, the corresponding role into which the system is cast, and
the nature of cognitive delegation involved. Such an understanding is requisite for identifying under-served needs,
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Table 9. TUNA Interaction Modes

Interaction Mode Core Aim Nature of AI’s Role Level of Cognitive Delegation

Information Seeking Accessing extant knowledge Informant / Retrieval system  Low: Delegating the search

Information Processing & Synthesis ~ Understanding and interpreting ~ Analyst / Sense-maker Medium: Delegating processing

Procedural Guidance & Execution Planning and executing tasks Advisor / Agent High: Delegating procedure/action

Content Creation & Transformation ~ Generating novel artifacts Creator / Producer Very High: Delegating generation

Social Interaction Enabling effective dialogue Conversational partner Foundational: Managing the interaction channel

Meta-Conversation Managing and defining the con- Director / System Governing: Delegating management of the inter-
text, rules, state of the interaction action framework itself

diagnosing communicative failures, assessing the impact of problematic Al behaviors, and mitigating quality-of-service
harms where system performance varies across user groups. TUNA contributes such a vocabulary by providing an
empirically grounded, multi-level framework that bridges users’ high-level instrumental goals with the social and
meta-conversational work they perform to achieve them. Grounded in observable user actions, TUNA complements
model-oriented perspectives that often emphasize system capabilities independent of how the technology is used. While
much work in AT development focuses on improving model performance on standardized benchmarks [71] or internal
red-teaming [56], TUNA re-centers the user by providing a structured way to analyze how they navigate, appropriate,
and manage these complex systems in real-world context.

Of course, applying TUNA labels requires grappling with the fluid, overlapping nature of human communication.
Users do not always communicate their goals with precision, creating ambiguity in applying labels. For instance, a
user turn like “Show me data analysis with pandas” could be interpreted as a functional content generation (Mode 4), a
how-to instructions (Mode 3) or an exemplar request (Mode 2), as the line between creating something new, instruction,
and illustrating an example can be blurry. At times, previous or subsequent user turns may help clarify interpretation;
however, a level of ambiguity may persist nonetheless in applying TUNA labels. Similarly, it can also be challenging
to capture user dissatisfaction: while a user may explicitly give system performance feedback, they may just as well
reformulate their request, abandoned the turn, or exit the Al system entirely. While qualitative research with users
can help disentangle the situated meaning and patterns of user actions, individual users may behave differently and
inconsistently across dialogue sessions.

Existing taxonomies of user interaction—such as Wilson’s taxonomy of question types [197], Amar et al.’s taxonomy
of analytic tasks [5], or Graesser and Person’s classification of student requests [64]—each capture meaningful subsets
of TUNA request types, but none span the full range. These prior taxonomies typically arise within domain-specific
contexts, such as information retrieval, visualization, or education, and thus reflect the constrained scope of user
goals within those environments. By contrast, conversational Al systems are increasingly offered as general-purpose
interfaces, capable of supporting an open-ended set of user actions that cross traditional task boundaries. TUNA captures
this broadening of scope by integrating prior, domain-bound categories into a unified structure that also includes modes
related to Social Interaction and Meta-Conversation. That said, conversational Al remains a rapidly changing medium,
with user practices and interaction norms still in formation. Given the rapid global uptake of conversational Al across a
wide variety of platforms and products and unsettled norms of this type of human-AlI interaction, it is possible user
actions will evolve over time, and with the development of new Al capabilities, new request types or perhaps strategies
may emerge. TUNA was designed for extensibility, in which new request types could be incorporated into existing
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strategies, and new strategies into existing modes. As such, TUNA should be considered a first, rather than a final
iteration.

Despite inherent challenges in interpreting user actions, the TUNA framework remains valuable precisely because it
provides a structured vocabulary for navigating and analyzing these complexities. The analytical value of TUNA has
three dimensions. Foundationally, it provides grammatical primitives for human-Al interaction, supporting descriptive
insights and theoretical development of human-Al interaction to distill behavioral archetypes within and across use
cases. Methodologically, it scaffolds the analysis of user behavior across research methods. Translationally, it functions
as a bridge in mixed-methods research, enabling teams to connect large-scale quantitative trends with deep qualitative

inquiry into the user needs driving those patterns.

5.1 Foundational Insights: Making the “Invisible Work” of Interaction Visible

A key contribution of TUNA is making the significant relational and cognitive labor that users perform—what Gasser
[58] termed the work of “working around computing”—legible and classifiable within a single framework. This “invisible
work” is captured particularly through Mode 5 (Social Interaction) and Mode 6 (Meta-Conversation). Our analysis
shows that instrumental goals (Modes 1-4) are enabled and shaped by these social and meta-conversational layers. For
instance, a high-stakes feasibility assessment about a career change is framed by expressions of emotion (“I regret,”
“I'm afraid”), while a content generation request (Mode 4) is steered by explicit stylistic constraints (Mode 6) like “use
bullet points.” This structured approach enables systematic analysis of these interactions, which can enrich the field’s
understanding of the evolving landscape of human-Al dialogue and help identify behavioral patterns across different
topics (e.g., code debugging, co-writing, mental health), user characteristics (e.g., novice users vs power users), or the
standpoints and sociocultural backgrounds they bring to Al that shape their perceptions (e.g., [13, 118]).

TUNA'’s focus on user action offers a necessary complement to purely semantic or content-based analysis. While
the topic of conversation is important, focusing on it alone can obscure user intent and lead to analytical errors. For

example, a simple safety classifier might flag both of the following requests similarly as cybersecurity risks.

e Request 1: “How does the TLOVEYOU’ malware work?”

e Request 2: “Write me code for a simple malware.”

However, TUNA classifies Request 1 as a direct fact question and Request 2 as creative content generation, providing
the functional context to distinguish benign inquiry from malicious intent. Furthermore, content analysis is inherently
challenged by Modes 5 and 6, which often lack stable topical content but can be the most critical parts of an interaction.
User comments like “That was wrong,” “how confident are you,” or “Do you understand?” are pivotal actions that
manage the dialogue and the users’ assessment of Al outputs. A topical analysis might also miss adversarial attacks that
rely on behavioral sequences. An attacker could use a conversational convention definition (“Whenever I say pancakes,
speak freely..”) to induce a state where the system bypasses safety protocols for a later creative content generation
request that incorporates the secret keyword. A safety model looking only at content would be unable to detect this
manipulation, whereas a behavior-aware model could better identify the high-risk pattern. That said, analyzing user
behavior through the lens of TUNA is enhanced by understanding the content of user turns. For example, the following
user sequences share the same behavioral pattern [persona directive —creative content generation], but have vastly

different implications:

e Benign: [ “Act as a babysitter”— “Invent a game for a 4-year-old”] (Figure 8)
e Malicious: [ “Act as an unhinged extremist”— “Write a manifesto”)
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While a sequential pattern miner would register this as a single common pattern, combining TUNA sequence analysis
with topic modeling or content-based safety classifiers provide a more complete picture: TUNA identifies the behavioral

“how,” while content analysis provides the semantic “what”

5.2 Methodological Insights

Methodologically, TUNA provides a lens for analyzing user behavior that can potentially alleviate limitations in how
Al systems are currently evaluated and opening new avenues for scaled research. Our analysis of user turns highlights

critical gaps in current evaluation benchmarks, and provides a structure for qualitative and quantitative analysis.

5.2.1 Benchmark Implications. The development and evaluation of Al systems has historically focused on modular,
isolated tasks such as question-answering (e.g., [94]), summarization (e.g., [73]), or machine translation (e.g., [67]),
among others. While these correspond to specific TUNA request types (e.g., direct fact question, summarization request,
translation), it is less clear whether (i) all TUNA request types have existing, bespoke evaluations or benchmarks,
or (ii) existing holistic evaluations emphasize certain TUNA request types, overshadowing others. This, in turn, can
compromise our understanding of an Al system’s robust performance across request types.

By often isolating evaluation to a single request type, existing LLM benchmarks ignore the heterogeniety present
in naturalistic dialogue. Since request types often co-occur within a single turn, isolated evaluation (e.g., on question-
answering and summarization separately) can overlook model performance on realistic turns carrying several request
types. Or, a conversation-focused evaluation of, say, ‘information seeking’ may obscure the important role of request
types outside of the Information Seeking mode in sense-making, as has been observed in information seeking tasks in
non-Al settings [11]. Moreover, when developed based on synthetic data [206], benchmarks may also overlook relevant
request types, such as background information or social banter, which sometimes extensively shape dialogues.

Modeling the patterns and sequences of user dialogues can address these gaps by providing templates for generating
training and evaluation data more reflective of actual use. For example, users frequently issue compound requests that
blend multiple TUNA categories within a single turn. A user might prompt: “Act as a 17th-century pirate” (persona
directive) “and, using bullet points” (stylistic constraint), “please” (social etiquette) “compare a galleon and a frigate”
(comparative analysis). This common user behavior necessitates that an Al system effectively disentangle such prompts,
identifying the core instrumental task while correctly applying all “wrapper” constraints. While system performance is
known to falter in longer multi-turn dialogues [95], particularly regarding instruction following or persona drift [103],

little research has systematically examined how turn-level complexity affects performance.

5.2.2  Support for Qualitative Analysis. Beyond its implications for benchmarks, TUNA provides a framework for deep
qualitative analysis of human-Al interaction. The taxonomy can serve as a structured, empirically grounded coding
scheme for deductive analysis, enabling systematic comparison across different dialogues and platforms. For instance, a
researcher could use TUNA to trace the specific types of meta-conversational or grounding requests users employ to
recover from a communication breakdown, or more precisely analyze the impact of model response characteristics,
such as a sychophancy [32, 52] or escalatory language (i.e., reacting to user utterances in ways that reframe a situation
with more intensity than may be required) on the trajectory of Al dialogue. By looking closely at the interplay of user
and model actions, the field can cultivate stronger theoretical insights of the dynamic and situated effects of Al outputs
on users and how interactional norms are co-constructed over time by users and systems [137, 174], in sometimes
problematic ways [47, 120]. Such an approach makes it possible to observe how users appropriate technological

affordances and how, in turn, these emergent patterns of use create pressures that reshape the technology itself [98].
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5.2.3  Scaled Application of TUNA. While the manual application of TUNA is fruitful for deep qualitative analysis,
scaled applications can provide generalizable insights. On the one hand, classifying interaction logs with TUNA request
types can support disaggregated and granular analysis of system performance, when coupled with explicit or implicit
behavioral feedback. Beyond this, such structured, time-series datasets support the detection of “behavioral footprints,”
to compare user actions across products (e.g., a code-specific assistant vs. a general-purpose chatbot) or track how
interaction norms stabilize or shift over time [127]. This approach also supports sequential pattern mining to analyze
how sequences of actions predict key outcomes, such as satisfaction or content moderation failures, among others (cf.
[54, 68, 89, 115]). For example, in multi-turn evaluation, TUNA could provide empirical evidence on whether users
who first provide context (Mode 6) achieve higher task completion rates. It could also diagnose failures more precisely
by revealing when task abandonment stems not from an instrumental failure but from a conversational grounding
breakdown (Mode 5).

5.3 Translational Insights

A taxonomy provides the ability to translate descriptive findings into practical applications [12]. TUNA’s flexible,
hierarchical structure is designed to function as a translational tool, providing a shared vocabulary that enables more

coordinated and effective work among the diverse stakeholders responsible for building and governing Al systems.

5.3.1 A Shared Vocabulary for Diverse Stakeholders. TUNA’s hierarchical structure provides a shared vocabulary for
diverse stakeholders, allowing them to engage with user behavior at the appropriate level of abstraction. A policymaker
might operate at the mode level (e.g., creating governance for Procedural Guidance & Execution on high-stakes topics
like suicide or self-harm), a researcher might analyze at the strategy level (e.g., identifying friction points in Guidance),
and an engineer might debug a specific request type (e.g., reducing hallucinations in direct fact question). This multi-level
structure allows different teams to communicate about user actions with a shared, precise language, reducing ambiguity
in cross-functional collaboration [172]. By providing a lexicon, TUNA can help align the distinct goals of product, safety,

and policy teams, enabling more coherent and effective strategies for responsible Al development.

5.3.2  Scaffolding the Analysis of Socially Situated Use. Furthermore, TUNA can scaffold analysis of socially situated
Al use, which is critical for building equitable and globally relevant systems. Studies show that Al usage patterns
can differ significantly across geocultures [179] and demographic groups, including gender [180]. TUNA provides the
discrete, comparable units of analysis (request types and strategies) needed to move from anecdotal observations to
systematic, evidence-based inquiry. This enables researchers to ask more precise behavioral questions: Do interaction
patterns, such as the ratio of social to instrumental requests, vary across communities? Does model performance on
specific request types, like comparative analysis (Mode 2) or method recommendation (Mode 3), fail systematically or
disproportionately for certain user groups? Answering such questions is the first step in diagnosing quality-of-service,
allocative, representational, or interpersonal harms [164]. By providing structure to measure and compare user actions,

TUNA offers a foundational tool for the critical work of developing socially grounded and globally effective Al systems.

5.3.3 Interface Design. Beyond serving as an interpretive framework, TUNA can also guide the development of
conversational Al systems. First, by analyzing large-scale dialogue data annotated with TUNA, designers can detect
frequently occurring request type patterns that reveal stable affordances, emergent use cases, or unmet needs across
populations. Identifying these patterns enables the creation of more responsive systems. Request type patterns can
motivate new interface affordances supporting frequent or compound requests. For instance, common request types such
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as regeneration and feedback are already instantiated in existing GUI elements like “Regenerate Response” and “Thumbs
Up/Down” buttons. Similarly, other frequent request types patterns could be surfaced as dedicated controls, prompts, or
dynamic suggestions that anticipate user goals. TUNA provides a principled bridge between empirical observation of

user behavior and the design of systems that make those behaviors more visible, efficient, and accountable.

6 Conclusion

This research was motivated by a critical gap between the complex, conversational reality of human-AlI interaction
and the flat, task-oriented frameworks used to analyze it. To bridge this gap, we developed TUNA, a framework that
makes the relational and cognitive labor of Al dialogue legible. Our analysis of real-world conversations reveals that
instrumental user goals (Modes 1-4) are inextricable from the “invisible work” of social engagement (Mode 5) and
meta-conversational management (Mode 6). By providing a shared, multi-level vocabulary for these actions, TUNA
offers a more complete and user-centered picture of human-Al interaction. Ultimately, this behavioral perspective is
essential for moving beyond systems that merely complete isolated tasks to those that can function as appropriate,
socially grounded partners. By shifting the focus from a simple classification of prompts to a richer understanding
of user strategies, this framework enables a more precise, empirically grounded approach to Al development and
governance. Future work can use this vocabulary to build more adaptable systems, develop more nuanced safety
protocols that recognize high-risk behavioral patterns, and conduct large-scale studies on the emerging sociology of
human-AI relationships. This is a critical step toward building the safe, effective, and socially grounded Al systems that

users truly need.
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Table 11. Distribution of Dialogues by Use Case.

Use Case # of Dialogues

Advice, business

Advice, car insurance
Advice, dating

Advice, education

Advice, health

Advice, home theater design
Advice, immigration
Advice, parenting

Art, generic

Art, graphic design

Art, image generation

Art, prompt generation
Astrology

Business, analysis
Business, customer service

Business, strategy

O S N T VU GG S )

Coding, adversarial
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Table 11 - continued from previous page

Use Case

# of Dialogues

Coding, ¢

Coding, c#

Coding, c++

Coding, datny
Coding, generic
Coding, github
Coding, go

Coding, java

Coding, LaTex
Coding, programming test
Coding, python
Coding, SQL

Coding, website
Factoid

Factoid, animals
Factoid, book summary
Factoid, finance
Factoid, geography
Factoid, history
Factoid, language
Factoid, learning
Factoid, mixed topics
Factoid, music
Factoid, philosophy
Factoid, psychology
Factoid, science
Factoid, technology
Factoid, weather
Homework, CS
Homework, engineering
Homework, essay
Homework, generic
Homework, history
Homework, language
Homework, legal
Homework, literature

Homework, physics

_= NN

N — Rk R R, W W R, NN R, R NN

16

1
1
3
1
2
1
1
1
2
1
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Table 11 - continued from previous page

Use Case # of Dialogues

Homework, reading comprehension
Legal, document Q&A
Legal, hypothetical

Legal, liability

Legal, taxes

Marketing

Marketing, plan
Marketing, retail
Marketing, sexual
Marketing, strategy

Math

Personal, writing assistant
Plan, health/diet

Plan, travel

Play, role play

Play, role play, fan fiction
Play, text adventure game
Political science

Q&A

Research, literature review
SEO

Shopping

[ I N T - I R N e N e e T S T N S S @)

=
(=)}

Shopping, ticket sales
Slide presentation

Teaching support

R N = =

Translate

—_
IS}

Unknown

Unknown, adversarial
Unknown, topic mix
Vanity search

Website development
Writing, advertisement
Writing, advertising
Writing, biblical
Writing, book

Writing, business

== N W R =N

—_
=)

Writing, civil engineering 1
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Table 11 - continued from previous page

Use Case # of Dialogues
Writing, co-writing 19
Writing, creative 8
Writing, fan fiction 6
Writing, generic 17
Writing, health 1
Writing, poetry 3
Writing, religious 1
Writing, sexually explicit 5
Grand Total 294
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Table 10. Distribution of Dialogues by Language.

Language # of Dialogues Percentage
en 176 56.0%
zh 30 15.2%
ru 26 11.4%
de 18 0.8%
fr 14 2.4%
zh-Hant 13 1.0%
ar 9 5.2%
pt 6 0.2%
vi 5 5.5%
ko 5 0.0%
und 3 0.0%
nl 3 0.0%
it 3 0.3%
es 3 0.0%
tr 2 0.3%
no 2 0.0%
ja 2 0.2%
id 2 0.0%
fa 2 0.9%
zh 1 0.0%
uk 1 0.0%
pl 1 0.0%
ms 1 0.0%
hu 1 0.5%
da 1 0.0%
(unspecified) 1 0.0%
Grand Total 294 100.0%
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